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#### Abstract

Using the forms of Newton iterative function, the iterative function of Newton's method to handle the problem of multiple roots and the Halley iterative function, we give a class of iterative formulae for solving equations in one variable in this paper and show that their convergence order is at least quadratic. At last we employ our methods to solve some non-linear equations and compare them with Newton's method and Halley's method. Numerical results show that our iteration schemes are convergent if we choose two suitable parametric functions $\lambda(x)$ and $\mu(x)$. Therefore, our iteration schemes are feasible and effective.
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## 1. Introduction

When solving a non-linear equation $f(x)=0$, we can easily consider constructing an iterative function to solve the equation. Usually, there are different ways to build the iterative functions and a great diversity of iteration schemes can be obtained at present, such as Newton's scheme, Halley's scheme, etc.

The Newton's method is one of most powerful and well-known numerical methods for solving a root-finding problem $f(x)=0$. Its iterative function is

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)} \tag{1}
\end{equation*}
$$

As we all know, Newton's method converges quadratically $[1-3]$.

[^0]If an equation $f(x)=0$ has multiple roots, then the iterative function of Newton's method to handle the problem of multiple roots is defined by

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x) f^{\prime}(x)}{f^{\prime 2}(x)-f(x) f^{\prime \prime}(x)} \tag{2}
\end{equation*}
$$

If $\varphi(x)$ is provided with the required continuity conditions, then functional iteration applied to $\varphi(x)$ will be quadratically convergent regardless of the multiplicity of the roots [1-3].

In the paper [4], Halley iterative function for solving an equation $f(x)=0$ by means of Padé approximation was presented by

$$
\begin{equation*}
\varphi(x)=x-\frac{2 f(x) f^{\prime}(x)}{2 f^{\prime 2}(x)-f(x) f^{\prime \prime}(x)} \tag{3}
\end{equation*}
$$

If $f(x)$ has fifth derivative on $[a, b]$, then it is easy to show that Halley's method converges cubically.

In the present paper, a class of new iteration formulae are constructed by applying the forms of the iterative functions (1), (2) and (3). And it shows that their convergence order is at least two. At last numerical examples are given to show that our iteration scheme is feasible and effective.

## 2. A class of new iterative formulae

Let $x^{*}$ be a solution of the nonlinear equation $f(x)=0$. In order to find approximate value of $x^{*}$, we construct an iterative function $\varphi(x)$ by observing the forms of the iterative functions (1), (2) and (3). Then $\varphi(x)$ can be written as follows:

$$
\begin{equation*}
\varphi(x)=x-\frac{\lambda(x) f(x)}{\nu(x) f^{\prime}(x)-\mu(x) f(x) f^{\prime \prime}(x)}, \tag{4}
\end{equation*}
$$

where three arbitrary parametric functions $\lambda(x), \mu(x)$ and $\nu(x)$ are continuous on the interval $[a, b]$.

Now, we require $\varphi^{\prime}\left(x^{*}\right)=0$ so that the iterative function (4) is convergent. Computing first derivative of (4) gives

$$
\begin{equation*}
\varphi^{\prime}(x)=1-\frac{\left(\lambda^{\prime} f+\lambda f^{\prime}\right)\left(\nu f^{\prime}-\mu f f^{\prime \prime}\right)-\lambda f\left(\nu^{\prime} f^{\prime}+\nu f^{\prime \prime}-\mu^{\prime} f f^{\prime \prime}-\mu f^{\prime} f^{\prime \prime}-\mu f f^{\prime \prime \prime}\right)}{\left(\nu f^{\prime}-\mu f f^{\prime \prime}\right)^{2}} \tag{5}
\end{equation*}
$$

Taking into account $f\left(x^{*}\right)=0$ and above expression (5), we can get the following equation

$$
\begin{equation*}
\varphi^{\prime}\left(x^{*}\right)=1-\frac{\lambda\left(x^{*}\right)}{\nu\left(x^{*}\right)}=0 \tag{6}
\end{equation*}
$$

which implies that parametric functions $\lambda(x)$ and $\nu(x)$ satisfy $\frac{\lambda\left(x^{*}\right)}{\nu\left(x^{*}\right)}=1$ at the root $x^{*}$. Unfortunately, we do not know the exact root $x^{*}$ of the equation at the beginning. In order to avoid bringing troubles to select parametric functions $\lambda(x)$ and $\nu(x)$ such that $\frac{\lambda\left(x^{*}\right)}{\nu\left(x^{*}\right)}=1$, we set $\frac{\lambda(x)}{\nu(x)}=1$ at every point of the interval $[a, b]$. This can make the problem simple and the
expression (4) can be rewritten as the form

$$
\begin{equation*}
\varphi(x)=x-\frac{\lambda(x) f(x)}{\lambda(x) f^{\prime}(x)-\mu(x) f(x) f^{\prime \prime}(x)} . \tag{7}
\end{equation*}
$$

This is a class of iterative functions and the iteration formulae can be set up by

$$
\begin{equation*}
x_{k+1}=x_{k}-\frac{\lambda\left(x_{k}\right) f\left(x_{k}\right)}{\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)} . \tag{8}
\end{equation*}
$$

It is obvious that we can get different iterative functions by selecting different parametric functions $\lambda(x)$ and $\mu(x)$. The expression (7) becomes Newton iterative function (1) if $\lambda(x)=1$, $\mu(x)=0$. (7) is the iterative function (2) if $\lambda(x)=f^{\prime}(x), \mu(x)=1$. Halley iterative function (3) is got if we select $\lambda(x)=2 f^{\prime}(x)$ and $\mu(x)=1$. If $\lambda(x)=2 f^{\prime 2}(x)-f(x) f^{\prime \prime}(x)$ and $\mu(x)=f^{\prime}(x)$, then (7) turns out to be

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)}-\frac{f^{2}(x) f^{\prime \prime}(x)}{2 f^{\prime 3}(x)-2 f(x) f^{\prime}(x) f^{\prime \prime}(x)} \tag{9}
\end{equation*}
$$

It was shown in [5] that the order of convergence of the iterative function is at least three. If $\lambda(x)=2 f^{\prime 4}(x)+f(x) f^{\prime 2}(x) f^{\prime \prime}(x)+f^{2}(x) f^{\prime \prime 2}(x)$ and $\mu(x)=f(x) f^{\prime}(x) f^{\prime \prime}(x)+f^{\prime 3}(x)$, then (7) is the iterative function in [6] and [7]

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)}-\frac{f^{2}(x) f^{\prime \prime}(x)}{2 f^{\prime 3}(x)}-\frac{f^{3}(x) f^{\prime \prime 2}(x)}{2 f^{\prime 5}(x)} \tag{10}
\end{equation*}
$$

It was shown in [6] that the convergence order is at least three. If $\lambda(x)=2 f^{\prime 2}(x)+f(x) f^{\prime \prime}(x)$ and $\mu(x)=f^{\prime}(x)$, then (7) is the Householder iterative function in the paper [7]

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)}-\frac{f^{2}(x) f^{\prime \prime}(x)}{2 f^{\prime 3}(x)} \tag{11}
\end{equation*}
$$

If $\lambda(x)=\left[6 f^{\prime 3}(x)+3 f(x) f^{\prime}(x) f^{\prime \prime}(x)+f^{2}(x) f^{\prime \prime \prime}(x)\right] f^{\prime \prime}(x)$ and $\mu(x)=f(x) f^{\prime}(x) f^{\prime \prime}(x)+3 f^{\prime 2}(x) f^{\prime \prime}(x)$, then (7) is another iterative function given in the paper [7]

$$
\begin{equation*}
\varphi(x)=x-\frac{f(x)}{f^{\prime}(x)}-\frac{f^{2}(x) f^{\prime \prime}(x)}{2 f^{\prime 3}(x)}-\frac{f^{3}(x) f^{\prime \prime \prime}(x)}{6 f^{\prime 4}(x)} \tag{12}
\end{equation*}
$$

It was pointed out in [7] that the iterative function has nearly supercubic convergence.

## 3. Discussion of convergence

Definition 1 Suppose that the sequence $\left\{x_{k}\right\}$ is generated by some iterative scheme $x_{k}=$ $\varphi\left(x_{k-1}\right)$. If $\left\{x_{k}\right\}, k=1,2, \ldots$, converges to $x^{*}$, i.e., $\lim _{k \rightarrow \infty} x_{k}=x^{*}$, then $x^{*}$ is called a root of the equation $f(x)=0$.

Lemma 1 Suppose an iterative function $\varphi(x)$ satisfies the following conditions:
(i) $\varphi(x) \in[a, b]$ for all $x \in[a, b]$;
(ii) These exists a Lipschitz positive constant $L<1$ such that $|\varphi(x)-\varphi(y)| \leq L|x-y|$ for $\forall x, y \in[a, b]$.
Then the sequence $\left\{x_{k}\right\}$ generated by the iterative scheme $x_{k}=\varphi\left(x_{k-1}\right)$ is convergent for an arbitrarily initial number $x_{0} \in[a, b]$ ([1-3]).

Lemma 2 If the second condition in Lemma 1 is replaced with following condition:
(iii) $\varphi^{\prime}(x)$ is continuous on $(a, b)$ with $\left|\varphi^{\prime}(x)\right| \leq L<1$ for all $x \in[a, b]$, then the conclusion of Lemma 1 holds [1-3].

Theorem 1 Suppose that $x^{*}$ is one solution of the equation $f(x)=0$ and let $\lambda\left(x^{*}\right) f^{\prime}\left(x^{*}\right) \neq 0$. If $f(x)$ is sufficiently smooth in the neighborhood of $x^{*}$, then the sequence $\left\{x_{k}\right\}$ generated by the iterative scheme (8) is convergent.

Proof Computing first derivative of (7) gives

$$
\varphi^{\prime}(x)=1-\frac{\left(\lambda^{\prime} f+\lambda f^{\prime}\right)\left(\lambda f^{\prime}-\mu f f^{\prime \prime}\right)-\lambda f\left(\lambda^{\prime} f^{\prime}+\lambda f^{\prime \prime}-\mu^{\prime} f f^{\prime \prime}-\mu f^{\prime} f^{\prime \prime}-\mu f f^{\prime \prime \prime}\right)}{\left(\lambda f^{\prime}-\mu f f^{\prime \prime}\right)^{2}}
$$

It is obvious that $\varphi^{\prime}\left(x^{*}\right)=0$. Based on the property of continuous function, there exists a constant $\varepsilon>0$ such that $\left|\varphi^{\prime}(x)\right| \leq L<1$ for all $x \in\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]$.
Now, by means of Mean Value Theorem, $\forall x \in\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]$, we have

$$
\varphi(x)-\varphi\left(x^{*}\right)=\varphi^{\prime}(\xi)\left(x-x^{*}\right), \xi \in\left[x, x^{*}\right] .
$$

Therefore, we obtain $\left|\varphi(x)-\varphi\left(x^{*}\right)\right|=\left|\varphi^{\prime}(\xi)\right|\left|x-x^{*}\right|<\left|x-x^{*}\right| \leq \varepsilon$, that is, $\left|\varphi(x)-x^{*}\right|<\varepsilon$.
It is clear that $\varphi(x) \in\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]$ for any $x \in\left[x^{*}-\varepsilon, x^{*}+\varepsilon\right]$. By Lemmas 1 and 2 , we draw the conclusion that the sequence $\left\{x_{k}\right\}$ generated by the iterative scheme (8) is convergent when the initial value $x_{0}$ is sufficiently near to $x^{*}$. The proof is completed.

Definition 2 Suppose that the sequence $\left\{x_{k}\right\}$ is generated by some iterative scheme $x_{k}=$ $\varphi\left(x_{k-1}\right)$. Let $e_{k}=x_{k}-x^{*}$. If there exist two positive constants $C$ and $m$ such that

$$
\lim _{k \rightarrow \infty} \frac{\left|e_{k+1}\right|}{\left|e_{k}\right|^{m}}=\lim _{k \rightarrow \infty} \frac{\left|x_{k+1}-x^{*}\right|}{\left|x_{k}-x^{*}\right|^{m}}=C
$$

then the iterative method is said to converge to $C$ of order $m$.
Theorem 2 Suppose that $x^{*}$ is one solution of equation $f(x)=0$ and assume that $\lambda\left(x^{*}\right) f^{\prime}\left(x^{*}\right) \neq$ 0 . If $f^{(3)}(x)$ is bounded in some neighborhood of $x^{*}$, then the convergence order of the iterative scheme (8) is at least 2.

Proof Let $e_{k}=x_{k}-x^{*}$. By means of Taylor's expansion, one can get

$$
\begin{aligned}
f\left(x^{*}\right) & =f\left(x_{k}\right)+f^{\prime}\left(x_{k}\right)\left(x^{*}-x_{k}\right)+\frac{1}{2} f^{\prime \prime}\left(x_{k}\right)\left(x^{*}-x_{k}\right)^{2}+O\left(\left(x^{*}-x_{k}\right)^{3}\right) \\
& =f\left(x_{k}\right)-f^{\prime}\left(x_{k}\right) e_{k}+\frac{1}{2} f^{\prime \prime}\left(x_{k}\right) e_{k}^{2}+O\left(e_{k}^{3}\right)
\end{aligned}
$$

Since $f\left(x^{*}\right)=0$, then the above expression may be rewritten as follows

$$
\begin{equation*}
f\left(x_{k}\right)=f^{\prime}\left(x_{k}\right) e_{k}-\frac{1}{2} f^{\prime \prime}\left(x_{k}\right) e_{k}^{2}+O\left(e_{k}^{3}\right) \tag{13}
\end{equation*}
$$

According to (8), we have

$$
\begin{equation*}
\left[\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right]\left(x_{k+1}-x_{k}\right)=-\lambda\left(x_{k}\right) f\left(x_{k}\right) \tag{14}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left[\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right]\left[\left(x_{k+1}-x^{*}\right)-\left(x_{k}-x^{*}\right)\right]=-\lambda\left(x_{k}\right) f\left(x_{k}\right) \tag{15}
\end{equation*}
$$

Rearranging the above equation (15), we get

$$
\begin{align*}
& {\left[\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right] e_{k+1}} \\
& \quad=\left[\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right] e_{k}-\lambda\left(x_{k}\right) f\left(x_{k}\right) \tag{16}
\end{align*}
$$

Substituting (13) into the above expression (16), one has

$$
\begin{align*}
& {\left[\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right] e_{k+1}} \\
& \quad=\left[\frac{1}{2} \lambda\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f^{\prime}\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)\right] e_{k}^{2}+O\left(e_{n}^{3}\right) \tag{17}
\end{align*}
$$

namely,

$$
\begin{equation*}
e_{k+1}=\frac{\frac{1}{2} \lambda\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f^{\prime}\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)}{\lambda\left(x_{k}\right) f^{\prime}\left(x_{k}\right)-\mu\left(x_{k}\right) f\left(x_{k}\right) f^{\prime \prime}\left(x_{k}\right)} e_{k}^{2}+O\left(e_{k}^{3}\right) \tag{18}
\end{equation*}
$$

Letting $k$ tend to positive infinity in the equation (18), we obtain $\lim _{k \rightarrow \infty} \frac{e_{k+1}}{e_{k}^{2}}=M$, where $M=\frac{\frac{1}{2} \lambda\left(x^{*}\right) f^{\prime \prime}\left(x^{*}\right)-\mu\left(x^{*}\right) f^{\prime}\left(x^{*}\right) f^{\prime \prime}\left(x^{*}\right)}{\lambda\left(x^{*}\right) f^{\prime}\left(x^{*}\right)}$. Therefore, we show that the convergence order of the iterative scheme (8) is at least 2 according to Definition 2.

Theorem 3 Suppose that $x^{*}$ is one solution of equation $f(x)=0$ and assume that $\lambda\left(x^{*}\right) f^{\prime}\left(x^{*}\right) \neq$ 0 . If $f^{(4)}(x)$ is bounded in some neighborhood of $x^{*}$, and $\lambda(x)$ and $\mu(x)$ are selected such that $\lambda(x)=2 \mu(x) f^{\prime}(x)+f(x) K(x)$, where $K(x)$ is an arbitrary continuous function, then the convergence order of the iterative formula (8) is at least 3.

Proof In the course of the proof in Theorem 2, we can see that the constant $M=0$ if $\lambda(x)=2 \mu(x) f^{\prime}(x)+f(x) K(x)$ in the expression (17). So we have $\lim _{k \rightarrow \infty} \frac{e_{k+1}}{e_{k}^{3}}=N$, where the obtained constant $N$ is similar to $M$ in Theorem 2. By means of Taylor's expansion in the same way, we can get

$$
N=-\frac{\frac{1}{6} \lambda\left(x^{*}\right) f^{\prime \prime \prime}\left(x^{*}\right)-\frac{1}{2} \mu\left(x^{*}\right) f^{\prime \prime 2}\left(x^{*}\right)}{\lambda\left(x^{*}\right) f^{\prime}\left(x^{*}\right)}
$$

which means that the convergence order of the iterative scheme (8) is at least 3 according to Definition 2.

It is obvious that we can get some iterative formulae with third-order convergence according to Theorem 3. For example, we can get the Halley iterative function (3) if $\mu(x)=1$ and $K(x)=0$, the iterative formula (9) if $\mu(x)=f^{\prime}(x)$ and $K(x)=-f^{\prime \prime}(x)$ and the iterative formula (10) if $\mu(x)=f(x) f^{\prime}(x) f^{\prime \prime}(x)+f^{\prime 3}(x)$ and $K(x)=f(x) f^{\prime \prime 2}(x)-f^{\prime 2}(x) f^{\prime \prime}(x)$, etc.

Moreover, if we select the suitable $\lambda(x), \mu(x)$ such that the constant $N=0$, then some iterative formulae are obtained and we can prove their convergence order is at least four. For example, if $\lambda(x)=6 f^{\prime 2}(x) f^{\prime \prime}(x)-3 f(x) f^{\prime \prime 2}(x)+2 f(x) f^{\prime}(x) f^{\prime \prime \prime}(x)$ and $\mu(x)=3 f^{\prime}(x) f^{\prime \prime}(x)$, then
we can obtain the following iterative function with fourth-order convergence in [8]

$$
\varphi(x)=x-\frac{f(x)\left(6 f^{\prime 2}(x) f^{\prime \prime}(x)-3 f(x) f^{\prime \prime 2}(x)+2 f(x) f^{\prime}(x) f^{\prime \prime \prime}(x)\right)}{2 f^{\prime}(x)\left(3 f^{\prime 2}(x) f^{\prime \prime}(x)-3 f(x) f^{\prime \prime 2}(x)+f(x) f^{\prime}(x) f^{\prime \prime \prime}(x)\right)}
$$

## 4. Numerical examples

Now, we employ our iterative scheme (7) to find zeros of some non-linear equations and compare them with Newton's method (1) and Halley iterative scheme (3). All computations are carried out with double arithmetic precision. All problems are solved with a given initial value $x_{0}$. We choose $\left|f\left(x_{k}\right)\right|<10^{-14}$ as stopping criterion so that the iterative process is terminated when the criterion is satisfied. The number of iterations $k$ and the root $x^{*}$ are displayed in the Tables 1-3. We use the following functions:

$$
\begin{array}{ll}
f_{1}(x)=x^{3}+4 x^{2}-25, & f_{2}(x)=x^{2}-e^{x}-3 x+2 \\
f_{3}(x)=\cos (x)-x, & f_{4}(x)=x^{2}+\sin (x / 5)-1 / 4 \\
f_{5}(x)=x^{5}-5 x+1, & f_{6}(x)=2 x e^{-x}-x^{2}+2 x-1 / 2
\end{array}
$$

Shown in Table 1 is the comparison between the method (7) with second-order convergence and Newton's method (1). And in Table 2, our method (7) with third-order convergence is compared with Halley's method (3). It is easy to find that we can freely choose parametric functions such that our methods are fairly flexible. In Table 3 our method (7) is compared with both Newton's method (1) and Halley's method (3). It can been seen from Table 3 that we can select suitable parametric functions $\lambda(x)$ and $\mu(x)$ such that our iterative scheme (8) can be executed while both Newton's method and Halley's method fail. It is well known that Newton's method and Halley's method converge locally for solving equations, that is to say, the initial value $x_{0}$ should be chosen sufficiently near the root $x^{*}$ such that the sequence generated by one of the two iterative schemes is convergent. One tries to analyze global convergence of Newton's method and Halley's method, that is, one tries to discuss how to select $x_{0}$ within given bounds such that the two methods are convergent. For the functions $f_{5}(x)$ and $f_{6}(x)$, a lot of $\lambda(x)$ and $\mu(x)$ can be chosen such that our method (8) can be executed. One major reason is that the range of initial value $x_{0}$ is extended. Therefore, the sequence generated by our method (8) can converge for initial value $x_{0}$ while the one generated by Newton's method or Halley's method diverges when we select the same initial value. As for how much the range of initial value $x_{0}$ can be extended, it involves the choices of the two parametric functions in iterative schemes and the function $f(x)$ itself. This is still a challenging work and needs further study. It is a meaningful work to find the choice criteria of two parametric functions and make the iterative schemes converge within as wide a range as possible. But that may be a little difficult at the present stage. As a result, the method (7) presented in this paper is superior to either Newton's method, or Halley's method to some extent.

| $f(x)$ | $x_{0}$ | $\lambda(x)$ | $\mu(x)$ | $k$ | $x_{k}$ | $\left\|f\left(x_{k}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | 2 | -2 | -1 | 5 | 2.0352684811819590 | 0 |
|  |  | -1 | 1 | 9 | 2.0352684811819590 | 0 |
|  |  | 1 | 2 | 7 | 2.0352684811819590 | 0 |
|  |  | $x^{3}$ | $-x$ | 5 | 2.0352684811819590 | 0 |
|  |  | $-\sin x$ | $\cos x$ | 5 | 2.0352684811819590 | 0 |
| $\star$ |  | 1 | 0 | 4 | 2.0352684811819595 | $3.00 \times 10^{-29}$ |
| $f_{2}$ | 0.5 | -2 | -1 | 4 | 0.25753028543986073 | $2.22 \times 10^{-16}$ |
|  |  | -1 | 1 | 4 | 0.25753028543986084 | 0 |
|  |  | 1 | 2 | 5 | 0.25753028543986073 | $2.22 \times 10^{-16}$ |
|  |  | $x^{3}$ | - | 7 | 0.25753028543986073 | $2.22 \times 10^{-16}$ |
|  |  | $-\sin x$ | $\cos x$ | 5 | 0.25753028543986073 | $2.22 \times 10^{-16}$ |
| $\star$ |  | 1 | 0 | 4 | 0.2575302854398608 | 0 |
| $f_{3}$ | 1 | -2 | -1 | 5 | 0.739085133215160642 | $3.68 \times 10^{-29}$ |
|  |  | -1 | 1 | 5 | 0.739085133215160642 | $1.11 \times 10^{-29}$ |
|  |  | 1 | 2 | 5 | 0.739085133215160705 | $1.07 \times 10^{-16}$ |
|  |  | $x^{3}$ | $-x$ | 5 | 0.739085133215160642 | $2.42 \times 10^{-24}$ |
|  |  | $-\sin x$ | $\cos x$ | 4 | 0.739085133215160626 | $2.70 \times 10^{-17}$ |
| $\star$ |  | 1 | 0 | 4 | 0.739085133215160642 | $1.07 \times 10^{-20}$ |
| $f_{4}$ | 0.5 | -2 | -1 | 3 | 0.40999201798913715 | 0 |
|  |  | -1 | 1 | 5 | 0.4099920179891371 | $2.78 \times 10^{-17}$ |
|  |  | 1 | 2 | 5 | 0.40999201798913715 | 0 |
|  |  | $x^{3}$ | $-x$ | 6 | 0.4099920179891371388 | $1.72 \times 10^{-15}$ |
|  |  | $-\sin x$ | $\cos x$ | 5 | 0.4099920179891386 | $1.50 \times 10^{-15}$ |
| $\star$ |  | 1 | 0 | 4 | 0.40999201798913715 | 0 |

Newton's method (1)

Table 1 Comparison of Newton's method (1) $(\lambda(x)=1, \mu(x)=0)$ and the methods (7)

| $f(x)$ | $x_{0}$ | $\mu(x)$ | $K(x)$ | $k$ | $x_{k}$ | $\left\|f\left(x_{k}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | 2 | -2 | -1 | 2 | 2.035268481181959 | 0 |
|  |  | -1 | 1 | 2 | 2.035268481181959 | 0 |
|  |  | 1 | 2 | 3 | 2.035268481181959 | 0 |
|  |  | $x^{3}$ | $-x$ | 2 | 2.035268481181959 | 0 |
|  |  | $-\sin x$ | $\cos x$ | 2 | 2.035268481181959 | 0 |
| $\checkmark$ |  | 1 | 0 | 2 | 2.035268481181959 | 0 |
| $f_{2}$ | 0.5 | -2 | -1 | 3 | 0.2575302854398608 | 0 |
|  |  | -1 | 1 | 3 | 0.2575302854398608 | 0 |
|  |  | 1 | 2 | 3 | 0.2575302854398608 | 0 |
|  |  | $x^{3}$ | $-x$ | 3 | 0.2575302854398608 | 0 |
|  |  | $-\sin x$ | $\cos x$ | 3 | 0.2575302854398608 | 0 |
| $\checkmark$ |  | 1 | 0 | 3 | 0.2575302854398608 | 0 |
| $f_{3}$ | 1 | -2 | -1 | 3 | 0.739085133215160642 | $3.31 \times 10^{-27}$ |
|  |  | -1 | 1 | 3 | 0.739085133215160642 | $2.23 \times 10^{-40}$ |
|  |  | 1 | 2 | 3 | 0.739085133215160642 | $3.03 \times 10^{-24}$ |
|  |  | $x^{3}$ | $-x$ | 3 | 0.739085133215160642 | $1.39 \times 10^{-35}$ |
|  |  | $-\sin x$ | $\cos x$ | 3 | 0.7390851332151607 | 0 |
| - |  | 1 | 0 | 3 | 0.739085133215160642 | $5.64 \times 10^{-29}$ |
| $f_{4}$ | 0.5 | -2 | -1 | 3 | 0.40999201798913715 | 0 |
|  |  | -1 | 1 | 3 | 0.40999201798913715 | 0 |
|  |  | 1 | 2 | 3 | 0.40999201798913715 | 0 |
|  |  | $x^{3}$ | $-x$ | 3 | 0.40999201798913715 | 0 |
|  |  | $-\sin x$ | $\cos x$ | 3 | 0.40999201798913715 | 0 |
| $\checkmark$ |  | 1 | 0 | 3 | 0.4099920179891371 | $2.78 \times 10^{-17}$ |

- Halley's method (3)

Table 2 Comparison of Halley's method (3) $(\mu(x)=1, K(x)=0)$ and the methods (7)

| $f(x)$ | $x_{0}$ | $\lambda(x)$ | $\mu(x)$ | $k$ | $x_{k}$ | $\left\|f\left(x_{k}\right)\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{5}$ | -1 | -2 | -1 | 18 | -1.5416516841045247 | 0 |
|  |  | -1 | 1 | 11 | 0.20006410262997543 | $2.22 \times 10^{-16}$ |
|  |  | 1 | 2 | 54 | -1.5416516841045245 | $7.11 \times 10^{-15}$ |
|  |  | $x^{3}$ | $-x$ | 18 | 0.2000641026299754 | 0 |
|  |  | $-\sin x$ | $\cos x$ | 11 | -1.5416516841045247 | 0 |
| $\star$ |  | 1 | 0 | Failure |  |  |
| $\checkmark$ |  | $2 f^{\prime}(x)$ | 1 | Failure |  |  |
|  |  | $x^{8}+2 x^{2}$ | $x \sin x$ | 8 | $-1.5416516841045247$ | 0 |
| $f_{6}$ | 1 | -2 | -1 | 6 | 0.1388129811590014 | 0 |
|  |  | -1 | 1 | 8 | 2.0180630008717833 | $1.11 \times 10^{-16}$ |
|  |  | 1 | 2 | 13 | 0.13881298115900145 | $1.11 \times 10^{-16}$ |
|  |  | $x^{3}$ | $-x$ | 6 | 2.0180630008717833 | $1.11 \times 10^{-16}$ |
|  |  | $-\sin x$ | $\cos x$ | 7 | 2.0180630008717833 | $1.11 \times 10^{-16}$ |
| $\star$ |  | 1 | 0 | Failure |  |  |
| $\checkmark$ |  | $2 f^{\prime}(x)$ | 1 | Failure |  |  |
|  |  | $x^{8}+2 x^{2}$ | $x \sin x$ | 28 | 0.13881298115900137 | $1.11 \times 10^{-16}$ |

* Newton's method (1)
- Halley's method (3)

Table 3 Comparison of Newton's method (1), Halley's method (3) and the methods (7)
Remark We have obtained a class of iterative methods (7) based on the forms of Newton iterative functions involving single roots and multiple roots and the Halley iterative function. In Theorem 2, we prove that the method (7) has second-order convergence. It is also shown that the methods (7) converge cubically if we choose suitable parametric functions $\lambda(x), \mu(x)$ in Theorem 3. Moreover, we can get higher-order iterative formulae by selecting suitable parametric functions $\lambda(x), \mu(x)$. Numerical results show that the methods (8) are more flexible than Newton's method and Halley's method.
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