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SUCCESSIVE ITERATIONS FOR UNIQUE

POSITIVE SOLUTION OF A NONLINEAR

FRACTIONAL Q-INTEGRAL BOUNDARY
VALUE PROBLEM*
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Abstract In this paper, under certain nonlinear growth conditions, we inves-
tigate the existence and successive iterations for the unique positive solution of
a nonlinear fractional g-integral boundary problem by employing hybrid mono-
tone method, which is a novel approach to nonlinear fractional ¢-difference
equation. This paper not only proves the existence of the unique positive
solution, but also gives some computable explicit hybrid iterative sequences
approximating to the unique positive solution.
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1. Introduction

Since the fractional g-calculus theory was founded by Al-Salam [6] and Agarwal
[2], its theory and application research has made great progress [1,4,7-9,12-15,17,
22,23,25,26,41]. Nonlinear equations, as a powerful tool for describing nonlinear
phenomena in nature, are used and studied by more and more people. At present,
with the development of fractional g-calculus, many researchers are concentrating
their attention on the study of nonlinear fractional g-difference equations, and some
excellent results have been obtained. Readers can find them in the literatures
[3,5,18-21,34,35] and references therein.

In 2011, by employing a fixed point theorem in cones, Ferreira [12] considered a
nonlinear g-fractional difference boundary value problem

(Dgy)(z) = = f(z,y(x), =< (0,1),
y(0) = (Dgy)(0) =0, (Dgy)(1) = 5 =0,
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where Dy is the Riemann-Liouville g-derivative of order a.. Under some sufficien-
t conditions, the author proved the existence of positive solutions for the above
problem.

In 2013, Graef and Kong [15] considered the singular boundary value problem
with fractional g-derivatives

(Dgu)(t) = f(t,u(t))
(Diu)(0) =0, i=0

Z aj(Dqu)(t;) + A,

t e (0,1),

’
,"',TL—Q,

(Dgu)(1)

wherem,n € N, m > 1, n>2, n—1<v <mn, A > 0is aparameter, ¢, t; € (0,1) for
i=1,-,m. feC((0,1]x(0,00),[0,00)), aj > 0 and Dy is the Riemann-Liouville
type g-derivative of order v. By means of a nonlinear alternative of Leray-Schauder,
the authors gave some sufficient conditions for the existence of positive solutions.

In 2014, Yang [34] investigated the integral boundary value problem for systems
of nonlinear ¢-fractional difference equations as follows

(Dgu)(t) + Af(t,u(t),v(t)) =0,
(DEv)(t) + Ag(t, u(t),v(t)) =0, t € )
(D}u)(0) = (DJv)(0) =0, 0<j<n-—2

u)=p Cu(s)dys, v(1) = v / o(5)dgs,

where a, 8 € (n — 1,n] are real numbers and n > 3 is an integer, D,(Z') denotes

the Riemann-Lioville type fractional g-derivative, A, u, v are three parameters with
0<p<[Blg;0<v<]|algand f,g:[0,1] x [0,00) x [0,00) — R are continuous.

In 2015, Li et al. [21] investigated a class of fractional g-difference Schrélnger
equations precisely the time-independent.

Dfu(z) + E(E —v(z))u(r) =0,

where v(z) is the trapping potential, m is the mass of a particle, h is the Planck
constant, F is the energy of a particle. In order to study the fractional g-difference
Schrélnger equations, the authors considered a general fractional g-difference equa-
tion

(Dgu)(x) + Ah(z) f(u(x)) = 0, 0<z<l,

subject to the boundary conditions
u(0) = Dyu(0) = Dgu(1) = 0,

where 0 < ¢ < 1, 2 < a < 3, f € C([0,00),(0,00)), h € ((0,1),(0,00)). The
authors obtained some existence results for the above general fractional g-difference
equation with the assistance of a fixed point theorem in cones.

It should be pointed out that in the study of nonlinear fractional ¢-difference
equations, much effort focused on the existence of solutions. “How to discover the
solution?” is a very challenging and meaningful subject. In our current work, we are
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going to challenge this topic by applying the hybrid monotone method. Precisely,
we will study the following nonlinear fractional g-difference equation with g-integral
boundary condition

Dga(t) + f(=(0), (I{2)(1) =0, € (0,1),

. _ ! (L.1)
D}z(0) =0, 0<j<n—-2, 2(1)= u/o z(s)dgs,

where 0 < ¢ < 1, @« € (n—1,n], n € Nand n > 3, p is a parameter with
1 t

0 < p < [alg, (IP2)(t) = m/ (t — qs) P~V z(s)dys is the Riemann-Liouville
q 0

type fractional g-integral of order > 0, D¢ denotes the Riemann-Lioville type
fractional g-derivative of order a, and f : R x R — [0,00) is continuous with
f(t,0) £ 0 on [0,1].

Different from the methods used in the existing literature [1,3,5,12-15,17-23,
34,35,41], in this article, we employ the hybrid monotone iterative method, which
is a novel approach to the nonlinear fractional ¢-difference equation with g-integral
boundary condition (1.1). We establish the existence and uniqueness of the positive
solution of the g-integral boundary problem. Meanwhile, two hybrid monotone
iterative algorithms for approximating the positive solution are also derived. For
the details and recent developments of monotone iterative methods, the readers can
refer to [10,11,24,27-33, 36-40].

2. Preliminaries and Lemmas
For the readers’ convenience, we present some background materials of fractional
g-calculus theory and lemmas.

Definition 2.1 (Annaby et al. [8]). For a > 0, the Riemann-Liouville fractional
g-integral of order a of a function f is I{ f(t) = f(t) and

(12 F)(t) = Aa—ww*v@%acwwxemm

Ly(a)

where T'y(a) = % and satisfies the relation I'y(a + 1) = [a],I'4(a),

here

1 qa (0) () « 1 (b/a)qn
= - =1 - = I | _— R.
[a]q 1—q’ (a—b) and (a—b) a = (/)" —.a,b,a €

n=0

Note that if a = 1 and b = ¢, then (1 — ¢)(® = [] %; it b = 0, then
n=0
al®) =,

The well-known g¢-derivative and g-integral of the function f(t) are defined by

D,f0) = HE=EI g0 = [ 561y =

where (Dy f)(0) = 211_1}1(1) (Dqf)(t) and g-derivative and g-integral of higher order by

o0

> (1 q)q" f(tg™),
0

n=

(Dgf)(t) = f(t) and (Dgf)(t) = Dg(Dg~"f)(t), neN,
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(IgH)(t) = f(t) and (I7f)(t) = LIy~ )(t), neN.

Definition 2.2 (Annaby et al. [8]). For @ > 0, the Riemann-Liouville fractional
g-derivative of order « of a function f is DY f(t) = f(t) and

(Dg F)(t) = (D1 f)(t), >0,

where m is the smallest integer greater than or equal to a.

Lemma 2.1 (Rajkovic et al. [26]). Let o, 8 > 0 and f be a function defined on
[0,1]. Then the following relations hold:

(1) (IZIgHE) = IgHPf(t),  (2) (DgIgf)(t) = f(1).

Lemma 2.2 (Ferreira [12]). Assume that oo > 0 and p is a positive integer. Then

@ NP pPro « ta7p+k
(I3 Dgf)(t) = (DI £)(t) — kzzo T a+k—p+1)

(Dg £)(0).

Remark 2.1 (Rajkovic et al. [26]). Let o > 0 and A > —1. Then we have

T (A+1)

It —-a)™) = Tt A1)

(t—a) o™ 0<a<t.

Lemma 2.3 (Yang [34]). For anyy € C[0, 1], the g-integral boundary value problem

Dgu(t) +y(0) =0, t€ (0. | o
Diu(0) =0, 0<j<n—2, u(l)=pf;u(s)dys,
has a unique solution given by
1
ut) = [ Glt.n(s)dys. (22)
where
a—1
(1 e )ta*1(1 ) _(t—g)eh g<s<t<,
( ,8) B Fq(a) Mqa_ls 1 (a—1) ( . )
1+ (1 —s)le™)] 0<t<s<1.
( [a]q *H) ( )

Lemma 2.4 (Yang [34]). The function G(t,s) defined by (2.3) has the following
properties:
(a) : G(t, s) is continous and G(t,gqs) >0, V¢,s € [0,1]

. o (2.4)
(b) : p(s)t*~ < G(t,qs) < At~ Vi, s €[0,1],

where

~pug®(1—gs) @ Vs qla — 1g([alq — 1) + pg®
) = @ " 27 (ol wTala)

t,s €[0,1].
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Let P={z € Pz is an interior point of cone P}. A cone P is called to be a solid
cone if its interior P is nonempty.

Lemma 2.5 (Guo [16]). Let P be a normal, solid cone of Banach space E, and
T : P — P be a mized monotone operator. Suppose that there exists 0 < o < 1 such

that )
T(cz, Ey) > T (x,y), x,y€ P, 0<c<l. (2.5)

Then the operator T' has a unique fized point x* € P. Moreover, for any initial
Zo,Yo € P, by constructing successively the sequences x, = T(Tp—1,Yn—1),Yn =
T(Yn-1,%n-1),n =1,2,...,we have ||z, —x*|| = 0, and ||y, —x*|| = 0 as n — +o0.

3. Main Results

In this section, we formulate our main results on the uniqueness of positive
solution for nonlinear fractional ¢g-difference equation with g-integral boundary con-
dition (1.1).

Let E = C]0,1], then E is a Banach space endowed with the norm |z| =
maxe(o,1] |2(¢)]-

Define a cone Pin Eby P={z | z€ E: z(t) > 0,t € [0,1]} and a cone

Qu—{zcP: %w(t) < 2(t) < Muw(t),t € [0, 1]} (3.1)

where

17(] 1

SHTTAB(L)) T

M > max {Q717 2b7 (2UQJA¢(17 1) —+ W

([a]q — u)ﬁ (Q*Ua*"z/)(l, 1) N bLy(24 o(a+ B —1))¢(1, 1)>—ﬁ}

[ Iy(a+2) Fyla+24+oc(a+8-1)) ’
(3.2)

o D) A Ta) ) e
a—max{rq(a+ﬁ),1}, b= {Fq(aJrﬁ)’l}’ (t) =t (3.3)

Then the cone @, is solid.

Now, we present some assumptions to be used throughout the rest of the paper.
(H1) f(u,v) = ¢(u,v) + ¥(u,v), where ¢,1 € C([0, +00)? — [0, +00)), and ¢(u,v)
is non-decreasing and ¥ (u, v) is non-increasing for u, v > 0, respectively.

(H2) There exists 0 < 0 < ﬁﬁ_l, for u,v > 0 and any ¢ € (0, 1), such that
Blew,cv) > P, v), P(c u, M) > ip(u, ). (3.4)

Remark 3.1. By the condition (H2), for u,v > 0 and any ¢ > 1, the following
inequalities hold

bleu, ev) < H(u,v), (e u,c™v) < (u, v). (3.5)

In order to investigate the uniqueness of positive solution for nonlinear frac-
tional g-difference equation (1.1), we first study an auxiliary problem for g-integral
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boundary value problems (1.1):

Df;‘z(t)+f(z(t)+l7(ffz)(t)+l) =0, te(0,1),
" " (3.6)

1
D}2(0) =0, 0<j<n-2, 2(1)= u/o z(s)dgs,

where n € 2,3,.... Assume that f : (R\{0})> — R is continuous. It is obvious z
is a solution of ¢-integral boundary value problems (3.6) if z € C[0,1] fulfills the
following nonlinear g-integral equation:

1
z(t) = /0 G(t,qs)f(z(s) + %, (Iqﬁz)(s) + %)dqs. (3.7)

Theorem 3.1. Assume the conditions (H1) and (H2) are fulfilled. Then the q-
integral boundary value problems (1.1) has a unique positive solution z*, and there
exist two positive constants A, p(A < p) such that

AT < 2F < pte L (3.8)

Moreover, for any initial values ug,vg € Q., one can construct successively two
explicit mized iterative sequences

1
U (t) = / G(t,45)[9(um—1(s), (I tm-1)(5)) + (Um-1(s), (I vm-1)(5))]dys,

0
vm(t)=/0 G(t,45)[P(vm-1(5), (Ifvm-1)()) + ¥ (tm-1(5), (IJtm—1)(5))]dgs,
(3.9)

such that U, vy converge uniformly to z* as m — oo on [0,1] , i.e., ||upm — 2*|| —
0, [|[um — 2*|| = 0 as m — co.

Proof. First, in order to prove the uniqueness of positive solution of the auxiliary
g-integral boundary value problems (3.6), we define an operator H : P x P — P by

(1Pu)(s) + %)

-W%@@‘A%Wﬂﬁp@@+ia

) X (3.10)
0 (v(s) + — (IE0)(s) + =) dgs.

Now, we show that the operator H maps @), X @, into @),,. From the definition of
Riemann-Liouville fractional g-integral, we know that

(I&Bw)(t) :Fq}a) /0 (t— qs)B_lw(s)dqs
1 ! -1 _a—1
:Fq(a) /O (t—qs)ﬁ §97 dys (3.11)

_ FQ(a) ta+5—1.
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On one hand, for any u,v € @, we have

1 1 . MTy(0) rpe
o (ul®) + — (Ifu)(t) + ) <o(bre! 1, ) o 1)

<p(Ma+1,Ma+1)< (Ma+1)7¢(1,1)
<270 M (1, 1),

(3.12)

and
1 1 1 Tya) L1
- IB ) < - - q a+p-1 -
v () + 5 00 + 1) <e(Gp0 7 + gt T )
1 b 1
oa— 1 a+pB—1
( t n’ Mt + n)
b 1\-°
a+B—1
<(t + n) »(1,1)
<b oMot~ FBNy(1,1), (3.13)
in which, a, b are defined in (3 3).
It follows from 0 < o < that

a+5 1

0= [ G0 [6(uto)+ 2 () + 1) 40 (o) 1706+ 1 s

1
< A/ tH(27a" MOB(1,1) + b~ M7 s~ (@A Das(1,1))d,s
0

lI—gq
1— qlfcr(aJrﬂfl)

< Mt (3.14)

<29a°M7p(1,1)At ! 4 b= M (1,1)Ate !

On the other hand, in view of the conditions (H;) and (Hz), we get

1 Mr ( ) ta+ﬁfl+l>

p (o) + =, (1)) + 1) 2w (Meet 4

" Lg(a+ ) n
Zw(MaJr %,MaJr %) > ¢(Ma+ 1, Ma + 1) (3.15)
>(Ma+1)"7(1,1) > 277~ M~"y(1,1),
and
1 1 1 1 r 1
w0+ 3 U001+ 1) 20t 4 gt )
a1, L b gy 1

>¢( t 1+n’Mt + 1+n) .10

2(%#*54 + %)Uqﬁ(l, 1)

ZbaMfata(aqL[ffl)(b(l’ 1)’
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In view of (3.15), (3.16) and Lemma 2.4, we can obtain that

(IPu)(s) + l)

n

/ G(t,qs) ( )—|—%
" w(v<s> o (I00) () + 1) das
Mqata_l 1 (1 _ qs)(a—l)s
(g =) /0 Ly(a)
+ b7 M7 @D (1, 1))d,s
B pgote1 oo Nf=o r,(2) (3.17)
=y TN DR
M=7¢(1,1)T [2+U +ﬁ—1])
ya+2+o0(a+ 8 —1)]
(2T | FTtfat 9~ Lol
(lolg =)Mo\ Tyla+2) Lola+2+o(a+B8—1)]
1 a—1
Zﬂt .
Therefore, T : Q,, X Qo — Qu

Next, we prove that the operator H is mixed monotone. In fact, for any uq, us €
Q., and u; < uy, we have

(27%a "M~ %¢(1,1)

. 0)() = Glt09) [0 (s s) + 2 () (s) + 1)

+ 9 (os) + % (IPv)(s) + %)}dqs

1 ! 1 3.18
3/0 G(t,qs) {(b(Uz(S) + . (I u2)(s) + E) (3.18)
+ w(v(s) + % (I8v)(s) + %)]dqs
=H (uz,v)(?),
which means
H(up,v)(t) < H(ug,v)(t), v € Qu (3.19)

i.e., for any v € Q,,, H(u,v) is non-decreasing in u. Similarly, if v; > ve,v1, v, u €
Q. it is easy to prove that H(u,v1)(t) < H(u,v2)(t). Therefore, we can obtain
that H : ., X Q. — @, is a mixed monotone operator.

Finally, we prove that the condition (2.5) holds for the mixed monotone operator
H. In fact, combining with (Hs), for any u,v € @, and 0 < ¢ < 1, we have

H(cu, %v)(t) = /01 G(t,qs) {qﬁ(cu(s) + %, c(Ifu)(s) + l)
—I—w(c_lv(s) +
/ths <>+1,<I§u><s>+1)
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=c’H(u,v)(t), Vte][0,1]. (3.20)

Since a € (n— 1,n], (n > 3), and § > 0, it means 0 < o < ﬁﬁ_l < 1. It follows
from Lemma 2.5 that there exists a unique positive solution 2} € @, such that
H(z}, =) = z%. Thus, for each n(n > 2), the auxiliary problem (3.6) has a unique
positive solution.

Since 2} € Qu, z; has uniform lower and upper bounds, it follows from the
Arzela-Ascoli Theorem and the Lebesgue dominated convergence theorem that
{z:}n>2 being an equicontinuous family on [0,1]. Let z}; — z* as n — oo, by
Lemma 2.5, we know that the mixed monotone operator H has a unique fixed
point z* € @, which implies that the nonlinear fractional g-difference equation
with g-integral boundary condition (1.1) has a unique solution z* and z* satisfies
Aol = % < z* < Mt*~ ! = pt*~!. Moreover, for any initial values ug, vy € Q.,
we can construct successfully the following two explicit mixed iterative sequences:

um (t) = /O G(t,q5)[p(um-1(s), (Igum—l)(s)) + P (vm-1(s), (Igvm—l)(s))}dqsa

U (t) = /0 G(t,qs)[P(vm—1(s), (L?Um—l)(s)) + Y(um-1(s), (I;umfl)(s))]dqs,

(3.21)
and w, (t), vm (t) converge uniformly to the unique solution z*(¢) on [0, 1] as m — oo,
i.e. [|um — 2% = 0, ||um, — 2*]] = 0 as m — oo. O
4. Example

Example 4.1. Consider the following nonlinear fractional g-difference equation
with ¢-integral boundary condition:

9 1 1 1 1 1
Diz(t)+ 27 () + [(IF2)(1)]5 +275(t) + [([22)(H)] 5 =0, te€(0,1), (1)
D}2(0)=0, j=0,1,2,3, z(1) =3 [ 2(s)dys, '
Wherea:%, 5:%, q:%, w =3, and
$(u,v) = ut + s, PYlu,v)=uF 4o (4.2)

Thus, we can choose o = é < ﬁﬂfl, then ¢(cu, cv) = ctut + csvs > c%qb(u,v),
V(e u, ) = (¢ tu)"F + (¢71v) 75 > e5ep(u,v), for any u,v >0 and 0 < ¢ < 1.
Clearly, ¢, : (0,+00)? — [0,+00) are continuous, and ¢(u,v) is non-decreasing
and 9(u,v) is non-increasing in u,v > 0 respectively. Thus by Theorem 3.1, the
nonlinear fractional g-difference equation with g-integral boundary condition (4.1)
has a unique positive solution z*, and there exist two constants A, p such that

N~

ALE < 2*(t) < pt3. (4.3)

Moreover, for any initial ug, vy € @, we can construct successively two sequences
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{um} and {v,,} by
() = [ Gt 591 (5), (T 1)) + (01 (5, (T o) (5D,
0
1

on(®) = [ Gt 531000160, (T 1) (5) + 6 (6), (T 1) (5D,
(4.4)

and the iterative sequences u,(t), v, (t) converge uniformly to z*(t) on [0,1] as
m — 00, i.e., |[um — 2*|| = 0, ||[vm — 2*|] = 0 as m — oo.

Acknowledgements. The authors are grateful to the anonymous referees for their
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