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1. Introduction and some lemmas

Let (X1, Y1), (X2, Y2), . . . , (Xn, Yn) be α-mixing sample sequence from (X, Y ) in Rd × R1

with identical distribution and (E|Y | < ∞). The regression function of Y for given X is defined

as m(x) = E(Y |X = x)(x ∈ Rd).

As far as we know, for methods of estimating m(x) based on samples (X1, Y1), (X2, Y2), . . .,

(Xn, Yn), there are kernel estimate, k-nearest neighbor estimate and partitioning estimate etc.[1]

The bulk of the literature in these areas have focused on large sample properties of modified

kernel estimate and modified nearest neighbor estimate for the regression function under i.i.d

samples and some dependence samples such as α-mixing, ϕ-mixing[2−10]. The literature [11]

and [12] only proved the strong consistence of modified partitioning estimate for the regression

function under i.i.d samples and ϕ-mixing samples. However, the strong consistence of modified

partitioning estimate for the regression function has not been proved under the α-mixing samples

with the better weakly mixing dependent conditions. This paper concerns itself with the strong

consistency and convergence rate of modified partitioning estimate for the regression function

under α-mixing samples. The result shows that the convergence rate of modified partitioning

estimate under α-mixing samples is similar to that of modified partitioning estimate under ϕ-

mixing samples.

For each n ≥ 1, let An = {Ani : i ≥ 1} be a partition of Rd into a finite or countable

collection of Borel subsets. For x ∈ Rd, let An(x) denote the atom of partition that contains the
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point x.

An(x) = Ani, if x ∈ Ani.

The modified partitioning estimate of regression function is defined as

m̃n(x) =

∑n
i=1 IAn(x)(Xi) · YiI(|Yi| ≤ bn)∑n

i=1 IAn(x)(Xi)
, x ∈ Rd. (1.1)

Where IA(x) = I{x ∈ A} is the indicator function of a set A, bn → ∞(n → ∞), and 0/0 is 0 by

convention.

For simplicity, we use the following symbols in this paper:

(1) F denotes the distribution of X ;

(2) S(F ) denotes the support of F ;

(3) C > 0 denotes a constant;

(4) C(x) > 0 denotes a constant depending upon x.

(These constants can be assumed to be different values in their appearance, even within the same

expression.)

Lemma 1 Suppose

(i) The partition An = {Ani; i ≥ 1} are monotonically increasing and satisfy that for each

sphere S centered at the origin, there holds

sup
i:Ani∩S 6=∅

supdiamAni → 0, n → ∞. (1.2)

(ii) The function g(x) is Borel-measurable and satisfies
∫
|g(x)|F (dx) < ∞.

Then

lim
n→∞

∫

An(x)

|g(x) − g(t)| F (dt)

F (An(x)
= 0, a.e. [F ] (1.3)

or

lim
n→∞

∫

An(x)

g(t)
F (dt)

F (An(x))
= g(x), a.e. [F ] (1.4)

Proof See Lemma 1 in [11].

Lemma 2 Let νn = νn(x) be the volume of the set An(x) and the condition (i) in Lemma 1

exists. Then there exists a nonnegative function L(x) with L(x) < ∞ such that

vn

F (An(x)
→ L(x), n → ∞ a.e. [F ] (1.5)

Proof Refer to the proof of Lemma 2.2 in [13].

Lemma 3 (Bernstein inequality for α-mixing processes) Let {Xi, i ≥ 1} be a sequence of α-

mixing random variables verifying α(n) = o(ρn) (0 < ρ < 1), E(Xi) = 0, |Xi| ≤ 1. Denote

γ = 2
1−θ

, and σ = sup{(E|ξi|γ)
1
γ : i ∈ N, N = {1, 2, 3, . . .}}. If n

1
2 σ ≥ 1, then there exist

constants c1 and c2 which depend only on the mixing coefficients such that for ε > 0, 0 < θ < 1,
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we have

P (|
n∑

i=1

xi| > ε) ≤ c1θ
−1 exp(−c2ε

1
2 ). (1.6)

Proof See Lemma 3.2 in [14].

In the following we will repeatedly make use of Lemmas 1 and 2, and for some r.v.Z with

E|Z| < ∞, there is

lim
b→∞

E(ZI(|z|>b)

∣∣X = x) = 0, a.e. [F ]. (1.7)

For the formulas (1.3)–(1.5) and (1.7), there is an exceptive set on which the related formula

may not be true. These exceptive sets sum up to F -null set. Without loss of generality, we can

suppose that this set is empty.

2. Strong consistency of modified partitioning estimate

Theorem 2.1 Suppose that {(Xi, Yi)} is a α-mixing sequence with (Xi, Yi)
d
= (X, Y ), i =

1, 2, . . . , n, E|Y | < ∞, and the condition (i) of Lemma 1 exists. If the mixing rate α(·) and

νn = νn(x) satisfy the following conditions:

(i) α(n) = o(ρn) (0 < ρ < 1); α(n) ↓
(ii) √

nvn√
bn · log n

→ ∞, n → ∞, a.e. [F ] (2.1)

where, bn → ∞ (n → ∞). Then

m̃n(x)
a.s.−→ m(x), n → ∞, a.e. x ∈ Rd. (2.2)

Proof Take x ∈ S(F ). Set

m1(x) = E[Y · I(|Y | > bn)
∣∣X = x],

g(t) =
∣∣m(t) − m(x)

∣∣,
g̃

b
(x) = E[|Y |I(|Y | > b)

∣∣X = x].

Suppose that
∑n

i=1 IAn(x)(Xi) > 0. Then we have

mn(x) − m(x) =
Sn(x)

Tn(x)
, (2.3)

where

Sn(x) =

n∑

i=1

Zni(x)

nF (An(x))
, Tn(x) =

n∑

i=1

IAn(x)(Xi)

nF (An(x))
,

Zni(x) = IAn(x)(Xi)(YiI(|Yi| ≤ bn) − m(x)).

Now we come to prove

Sn(x)
a.s.→ 0, n → ∞, a.e. [F ] (2.4)

Tn(x)
a.s.→ 1, n → ∞, a.e. [F ] (2.5)
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By (Xi, Yi)
d
= (X, Y ), i = 1, 2, . . . , n, we know that

ESn(x) =
E{E(Zn1(x)|X1)}

F (An(x))
.

Since

Zn1(x) = IAn(x)(X1)(Y1I(|Y1| ≤ bn) − m(x))

= IAn(x)(X1)(Y1 − m(x) − Y1I(|Y1| > bn)),

we have

|ESn(x)| ≤
∣∣∣
E{IAn(x)(X1)[E(Y |X1) − m(x)]}

F (An(x))

∣∣∣ +
∣∣∣
E(IAn(x)(X1)m1(X1))

F (An(x))

∣∣∣

= I1n(x) + I2n(x). (2.6)

Using Lemma 1, we get

I1n(x) =
∣∣∣
∫

An(x)

(m(t) − m(x))
F (dt)

F (An(x))

∣∣∣

≤
∫

An(x)

g(t)
F (dt)

F (An(x))
→ 0, n → ∞, a.e. [F ],

or

I1n(x) → 0, n → ∞, a.e. [F ]. (2.7)

On the other hand, we have

I2n(x) ≤
∫

An(x)

|m1(t)|
F (dt)

F (An(x))
.

Take b > 0. From bn → ∞ (n → ∞) and (1.4) of Lemma 1, by a method similar to the proof of

the formula (38) in [10], we get

lim
n→∞

sup

∫

An(x)

|m1(t)|
F (dt)

F (An(x))
≤ lim

b→∞
lim

n→∞

∫

An(x)

g̃
b
(t)

F (dt)

F (An(x))

= lim
b→∞

g̃
b
(x) = 0, a.e. [F ].

Thus, we get

I2n(x) → 0, n → ∞, a.e. [F ]. (2.8)

Therefore, we have

ESn(x) → 0, n → ∞, a.e. [F ]. (2.9)

Note that

Sn(x) − ESn(x) =

n∑

i=1

Zni(x) − EZni(x)

nF (An(x))
.

For simplicity, we denote

ξi =
Zni(x) − EZni(x)

bn + |m(x)| .

Obviously, {ξi, i ≥ 1} is a α-mixing sequence with identical distribution and,

Eξi = 0, |ξi| =
|Zni(x) − EZni(x)|

bn + |m(x)| ≤ 1;
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When γ > 2 is given, σ = sup{(E|ξi|γ)
1
γ : i ∈ N, N = {1, 2, 3, . . .}} = 1, n

1
2 σ ≥ 1. Using Lemma

3, for any ε > 0, when n is large enough, we get

P (|Sn(x) − ESn(x)| > ε) = P
(∣∣

n∑

i=n

ξi

∣∣ >
εnF (An(x))

bn + |m(x)|
)

≤ c1θ
−1 exp

(
− c2

√
εnF

1
2 (An(x))√

bn + |m(x)|

)
. (2.10)

Note pn = F (An(x)). By Lemma 2, there is C(x) > 0 such that pn ≥ C(x)vn, a.e.[F ]. Since

|m(x)| < ∞ and bn → ∞ (n → ∞). From (2.1), for any ε > 0, when n is large enough, we have

P (|Sn(x) − ESn(x)| > ε) ≤ C exp
(
−

√
C(x)nvn√

bn

)

≤ C
1

n2
, a.e.[F ].

Thus, by the Borel-Cantelli Lemma, we get

Sn(x) − ESn(x)
a.s.→ 0, n → ∞, a.e. [F ]. (2.11)

Therefore, from (2.9) and (2.11), it is trivial to get (2.4). Now we come to prove (2.5). Let

ζi =
1

2
(IAn(x)(Xi) − EIAn(x)(Xi)). Then {ζi, i ≥ 1} is also a α − mixing sequence with

Eζi = 0, |ζi| ≤ 1, a.s.

When γ > 2 is given, σ′ = sup{(E|ζi|γ)
1
γ : i ∈ N, N = {1, 2, 3, . . .}} = 1, n

1
2 σ′ ≥ 1. Using

Lemma 3, for any ε > 0, when n is large enough, we have

P (|Tn(x) − 1| > ε) = P
(
|

n∑

i=n

ζi| >
εnpn

2

)

≤ C exp(−√
npn)

≤ C exp
(
−

√
C(x)nvn

)
, a.e. [F ]. (2.12)

Since bn → ∞ (n → ∞) and (2.1) is valid, we have

P (|Tn(x) − 1| > ε) ≤ C exp
(
−

√
C(x)nvn

)
≤ C

1

n2
, a.e. [F ].

Therefore, by the Borel-Cantelli Lemma, we know that (2.5) is valid. By (2.3), (2.4) and (2.5),

when x ∈ S(F ) is given, we get

m̃n(x)
a.s.−→ m(x), n → ∞.

We shall get (2.2) by Fubini’s Theorem since the F -measure of S(F ) is 1. This completes the

proof of the theorem. 2

3. Convergence rate of modified partitioning estimate

In order to discuss the convergence rate, let m(x) satisfy the following condition: there exist

D(x) > 0 and 0 < q ≤ 1, and for a.e. x[F ], there exists δ = δ(x) > 0, such that when
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vn = vn(x) < δ, we have
∫

An(x)

|m(t) − m(x)| F (dt)

F (An(x))
≤ D(x)vq

n, (3.1)

where vn(x) is the volume of the set An(x).

Theorem 3.1 Let (Xi, Yi); i ≥ 1 be a sequence of α-mixing random variables verifying (Xi, Yi)
d
=

(X, Y ), i = 1, 2, . . . , n; Suppose that for some r > 1, E|Y |r < ∞, the condition (i) of Lemma

1 and the condition (i) of Theorem (2.1) exist and the regression function m(x) satisfies (3.1).

Take

vn =
( 1√

n
log2 n

) 3(r−1)
4(r+1)(q+1) , a.e. [F ]

bn = v
− q+1

r−1
n .

Then

m̃n(x) − m(x) = O(vq
n), a.s. a.e. x ∈ Rd. (3.2)

Proof We prove that for any positive number sequence {Mn, n ≥ 1}, with limn→∞ Mn = ∞,

limn→∞ vq
nMn = 0, we have

lim
n→∞

v−q
n M−1

n (m̃n(x) − m(x)) = 0, a.s., a.e. [F ]. (3.3)

In fact, take x ∈ S(F ). Then it follows from (1.4), (2.3), (2.5) and (3.1)

|v−q
n M−1

n ESn(x)| ≤ v−q
n M−1

n I1n(x) + v−q
n M−1

n I2n(x)

≤ v−q
n M−1

n

∫

An(x)

g(t)
F (dt)

F (An(x))
+ v−q

n M−1
n

∫

An(x)

|m1(t)|
F (dt)

F (An(x))

where

v−q
n M−1

n

∫

An(x)

g(t)
F (dt)

F (An(x))
= v−q

n M−1
n

∫

An(x)

|m(t) − m(x)| F (dt)

F (An(x))

≤ v−q
n M−1

n D(x)vq
n

≤ M−1
n D(x) → 0, n → ∞, a.e. [F ]

v−q
n M−1

n

∫

An(x)

|m1(t)|
F (dt)

F (An(x))
= v−q

n M−1
n

∫

An(x)

|E[Y I(|Y | > bn)|X = t]| F (dt)

F (An(x))

≤ v−q
n M−1

n b1−r
n

∫

An(x)

E[|Y |r|X = t]
F (dt)

F (An(x))

≤ M−1
n

∫

An(x)

E[|Y |r|X = t]
F (dt)

F (An(x))
.

Since E|Y |r < ∞, by Lemma 1, we get

v−q
n M−1

n

∫

An(x)

|m1(t)|
F (dt)

F (An(x))
≤ M−1

n

∫

An(x)

E[|Y |r|X = t]
F (dt)

F (An(x))
−→ 0, n → ∞

and consequently,

v−q
n M−1

n ESn(x)
a.s.−→ 0, n → ∞, a.e. [F ]. (3.4)



Strong consistency and convergence rate of modified partitioning estimate under α-mixing sample 643

On the other hand, using the same method with which we prove (2.10) in Theorem 2.1, from the

values of vn and bn taken, we get

P (v−q
n M−1

n |Sn(x) − ESn(x)| > ε) = P (|Sn(x) − ESn(x)| > εvq
nMn)

≤ c1θ
−1 exp

(
− c2

√
εnMnvq

nF (An(x))

(bn + |m(x)|) 1
2

)
.

Write pn = F (An(x)). By Lemma 2, there exists C(x) > 0 such that pn ≥ C(x)vn, a.e. [F ].

Since |m(x)| < ∞ and bn → ∞ (n → 0), for any ε > 0 and n large enough, we have by (2.1)

P (v−q
n M−1

n |Sn(x) − ESn(x)| > ε) ≤ C exp
(
− C(x)

√
nvq+1

n Mn√
bn

)

≤ C exp
(
− M

1
2
n log2 n

( √
n

log2 n

) 5
8

)

≤ C exp
(
− M

1
2
n log n

)

and consequently,

P (v−q
n M−1

n |Sn(x) − ESn(x)| > ε) ≤ C exp
(
− M

1
2
n log n

)

≤ C
1

n2
, a.e. [F ]. (3.5)

Thus, by Borel-Cantelli Lemma, we get

v−q
n M−1

n (Sn(x) − ESn(x))
a.s.−→ 0, n → ∞, a.e. [F ]. (3.6)

It follows from (3.4) and (3.6)

v−q
n M−1

n Sn(x)
a.s.−→ 0n → ∞, a.e. [F ]. (3.7)

By (2.3), (2.5) and (3.7): when x ∈ S(F ) is given, we get

lim
n→∞

v−q
n M−1

n (m̃n(x) − m(x)) = 0, a.s..

We can get (3.2) by Fubini’s Theorem since the F -measure of S(F ) is 1. 2
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