A number of examples is computed to examine application of the CS method for
constrained problems that the algorithm has more efficient than some algorithms of the
mathemetical programming.
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Abstract Somne vartous ordinary differential equations are uniformly expressed to de-
scribe descending curves of the noncounstrained optimization problem. Two comunon seen
equations are proven to illustrate an identical curve which are with different parameters
essentially. A kind of the equations is proposed and is proven to be available for the
numerical calculation. We also propose two algorithms-the search based on integrations
and the additional interpolution. Investigations shows that strategies of the curvilinear
search and reusing iterative information may increase the efficiency and the stability of
optimization algorithms.
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1 Introduction

The CS (curvilinear search) method is proposed in [1] to obtain a kind of ordinary
differential equations to extend the way of finding the optimization point in strainght-line.
The equations are similar to one derived by the ODE school consisted of few scholars in
researching the mathematical programming. Talbe 1 shows differences of the ODE method
and CS method.

Talbe 1: The comparison of ODE and CS method

item of comparisons ODE method?>3]  CS method
research to constraints with equality with iequality
one-dimensinal search no there is
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This paper ‘develops the theory of the CS. The optimization method of the CS are
also scrutinised to realize algorithms related with numerical integrations. Applications to
unconstrained and constrained problems embody satisfactory computational effeciency of

the CS.

2 The uniform expression and choice for ODE describing the descending
curve

The unconstrained problem PU is considered to have continuous first order derivatives

Vf(=z)
PU: f(z) — min(z € E"). (1)

Definition For P(z) = [pi(2), - -,pn(2)]%, equations
dz
~Z_-p
ds (=), (2)
z(0) = z’

define a descending or ascending curve ¢ = z(s) if the objective function’s value of the
PU problem is decreasing or increasing in z = z(z).

Theorem 1 If PT(z)Vf(z) < 0, equations (2) define a descending curve of the PU
problem.

Proof Two points z and ¢ + dz are taken arbitrarily in the curve z = z(s) satisfying
-equations (2) where dz = z(s + ds) and ds > 0.

f(z + dz) - f(2) = VT f(z)de = V7 f(2) P(2)ds. 3)
From conditions PT(z)V f(z) < 0 and ds > 0 the equation (3) gives
f(z +dz)— f(2) <0 or f(z+dz)< f(z).

This shows that the objective function’s value of the PU problem is decreasing in the
curve z = z(3), i.e., equations (2) define a descending curve.

Theorem 2

P(z) = -V f(z), (4)
P(z) = -V f(2)/|IVf(=)ll, (5)
P(z) = -V*f(2)V f(2), (6)
P(z) = —[V*f(2)]"'V f(2), ()

where f(z) has the positive definite matrix V2 f(z) for last two cases, z = z(s) is a curve
defined by equations (2) and s* is a solution by implementing a one-dimensional search
min f(z(s)) at the curve z = z(s), we have
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1) z = 2(s) is a descending curve of the function f(z);
2) z* = z(s") is a local minimum point of the PU problem if VZf(z*) is a positive
definite matrix.

Theorem 3 Two curves described by (4) and (5) have the same path with different
parameters.

Proof Following equations (8) and (9) are obtained by substituting (4) and (5) into (2),
respectively.

dz, . dz,

Tore)om T Thi(e)joe. - © (8)
2 .. S .
“Sfeyen = = Tareyee. = /1Y@ (%)

Equation (8) and (9) denote that the formula (4) and (5) describe same curve with different
parameters.

Theorem 2 reveals that a local minimum point may be found for once by the one-
dimensional search if z = z(s) is the rigorous descending curve. It is easily seen that
the computational convergence will be wonderfull while an approximate descending curve
approachs well to the rigorous one. The economy and stability of the computation of the
CS are more important that the choice of the descending direction while one formula will
be taken from (4)—(5) to establish the algorithin of the CS. Algorithms related to formulas
(6) and (7) involve the Hessian matrix of the function f(z), they are inadvisable to use.
The algorithm related to the formula (4) exists a difficulty about the convergence.

However, the algorithm related’ to the formula (5) has not the difficulty and it is
recommended to use by the following theorem.

Theorem 4 There is no difficulty of definiting the search direction at the vicinity of the
optimum point in the descending curve accordiiig to the formula (5).

Proof Taking the formula (5), two formulas are obtained here:

YLD~ o s, 10)
2 s .
LI~ @)/ IV HT T )T £ £ (2. (11)
From
Iaf(z)l < mulaf(z)l (12)
Oz; "~ i azl ’
there is -
IVS@I < nmax 2L, (13)
" 05(z)/0xs] | |, -
M ey 2 V™ (14)
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This relation demonstrates that V f(z)/||V f(z)|| is not the zero vector even if V f(z) —
[0,---,0]T. According to the reason, the positive definite property of V2 f(z*) and for-
mula (11), we have d?f(z(s*))/ds® > 0. Therefore, where s(") — s~ and considering

df(z{s*))/ds = 0,
vH1) o (v) df(z(s(“)))/dgf(z(é‘(“))) = g (15)

ds ds?

s
The equation (15) indicates there is no difficulty of the convergence.

3 Numerical methods of the CS for the unconstrained problem

If 2 = z(s) has been found, equation (2) may be transformed into

2, = :c? + /S:p,'(z(s))ds (i=1,---,n). (16)

For unknown z = z(s) the formula (16) becomes an expression of the numerical integration:
zi=z{+ Y pi(z")As™ (i=1,--,n), (17)
=1

which shows équations (2) give a mapping s ~ z essentially. The improved Euler method,
Runge-Kutta or Adams method to solve ordinary differential equations can be applied to
realize the mapping which illustrates an approximate descending curve of the PU problem
by discrete points.

Two remarks ‘are concluded by the comparison from examinations.

1) Two kinds of the CS method may generally save more the computational time than
the Newton method and the ODE method, respectively.

2) The CS method has very stable convergence that any disvergence is not encountered
even if for few examples with very bad convergent properties constructed by Rosenbrock,

Powell and Wood et all4.

4 Numerical method of the CS for the constrained problem

The constrained problem PC is considered as the following formulation:

F(z) —» min (¢ € E™),

PC: ¢ st. Hj(z) <0 (j=1,---,m), (18)
_@igziSii (izla'”an)u
where F(z) and H;(z)(j = 1,---,m) have continuous first order derivatives.

Theorem 5 For the dual problem PD of the PC problem

J ®(A) = max (A€ E™),
PD: { st. A >0,

— 54 —

© 1995-2005 Tsinghua Tongfang Optical Disc Co., Ltd. All rights reserved.



where ®()) = min, <., <z, {L(z,A) = F(z) + 272, \;Hj(z)}, the following equations

dA
{ d_s = [ql(/\),"';Qm(’\)}T’ (20)
A0) = A"

define an ascending curve XA = A(s) if 371, q;(A)Hj(z*(A)) > 0.
On the analogy of PU the right hand member of (20) is taken as V&(A)/[|V&(A)],

that is .
% = Hiz" W)/ B} (O (G=1,-,m). (21)

J=1
In terms of Taylor’s expansion we may construct an approximate ascending curve
satisfying equations (21) as follows

s — SO)L‘.

L
/\-()—/\U+deAJ o= U'(‘_'k:!— (1=1,,m). (22)

To continue derivation calculus for (21) offers

oy, iHL%Hf)i’f\’lH A, (23)

I=11=1 Zi

where
A = (S EDE, (24)
i=1
g:;’l = 0 (2 =2; or z] =z;), (25)
and

e 9? H 3-'13,, 0H,;
Z( 2 i gzi0e x| Bm:
(26) are linear equations in respect of ‘a'xi','(l =1,---,n;1 = 1,---,m) which can be ex-
pressed as an explicit forrmulas for the separable variable’s problem. The numerical map-
ping of the PC problem resembles the unconstrained problem in solving ordinary differ-
ential equations.

To perform the one-dimensional search the first or/and the second order derivatives
of the dual objective function have to be derived whether for approximate analytical or
numerical methods.

=0 (z; < 2} < ). (26)

d®(A(s)) 2L 0% dA; i

— 1 2 %

& T Xan e - D @
J=1 J Jj=1

d2B(A(s)) nom OH, 8z} , .,

PN - 5SS @
i=1j=11=1 i J
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A number of examples is computed to examine application of the CS method for
constrained problems that the algorithm has more efficient than some algorithms of the
mathemetical programming.
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