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THE EXTREMAL RANK SOLUTIONS OF THE
MATRIX EQUATIONS AX =B, XC =D
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Abstract: In this paper, we considered the rank range of the solutions of a class of matrix
equations. By applying the singular value decomposition of matrix and the properties of Frobenius
matrix norm, we obtained the extremal rank and the solution expression of under rank constrained.
Some special cases of theses problems are considered, and some results are obtained.
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1 Introduction

We first introduce some notations to be used. Let C"™*™ denote the set of all n x m
complex matrices; R™*™ denote the set of all n x m real matrices; OR™ "™ be the sets of
all n x n orthogonal matrices. The symbols AT, AT A=, R(A), N(A) and r(A) stand
for the transpose, Moore-Penrose generalized inverse, any generalized inverse, range(column
space), null space and rank of A € R"*™ respectively. The symbols E4 and F,4 stand for
the two projectors E4 =1 — AA~ and Fy = I — A~ A induced by A. The matrices I and
0, respectively, denote the identity and zero matrices of sizes implied by context. We use
(A, B) = trace(BT A) to define the inner product of matrices A and B in R"*™. Then R™*™
is a Hilbert inner product space. The norm of a matrix generated by the inner product is
the Frobenius norm || - ||, that is ||A]| = m = (trace(ATA))z.

Researches on extreme ranks of solutions to linear matrix equations was actively ongoing
for more than 30 years. For instance, Mitra [1] considered solutions with fixed ranks for the
matrix equations AX = B and AX B = ('; Mitra [2] gave common solutions of minimal rank
of the pair of matrix equations AX = C, X B = D; Uhlig [3] gave the maximal and minimal
ranks of solutions of the equation AX = B; Mitra [4] examined common solutions of minimal
rank of the pair of matrix equations A; X;B; = Cy and A3 X>B; = C5. By applying the
matrix rank method, recently, Tian [5] obtained the minimal rank of solutions to the matrix
equation A = BX +YC. In 2003, Tian in [6, 7] investigated the extremal ranks solutions to
the complex matrix equation AX B = C' and gave some applications. In 2006, Lin and Wang
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in [8] studied the extreme ranks of solutions to the system of matrix equations A; X = C,
X By = (5, A3X B3 = C3 over an arbitrary division ring, which was investigated in [9] and
[10]. Recently, Xiao et al. considered the extremal ranks, i.e. maximal and minimal ranks
to the equation AX = B (see, e.g. [11-15]).

In this paper, we consider the extremal rank solutions of the matrix equations
AX =B,XC =D, (1.1)

where A € RP*™ B € RP*", C € R"*1, D € R"™*? are given matrices.

The paper is organized as follows. At first, we will introduce several lemmas which
will be used in the latter sections. In Section 3, applying the matrix rank method, we will
discuss the rank of the general solution to the matrix equations AX = B, XC = D, where
Ae R Be RP™ (' € R4, D € R™*? are given matrices.

2 Some Lemmas

Lemma 2.1 (see [6]) Let A, B, C, and D be m x n, m X k, l x n, | X k matrices,
respectively. Then

r g =r(A) +r(C(I — A~ A)), (2.1)
, g f; — +r[A Bl —r(A) +r[Eq(D - CA B)Fu,  (22)

where G = CF4 and H = E4B.
Lemma 2.2 (see [16]) Given A € RP*™ B € RP*" C € R"™, D € R™* . Let the

singular value decompositions of A be,

¥ 0
0

A=U vt =u,xvyt, (2.3)

where U = (Uy,U,) € ORP*P, Uy € RP*F V = (V}, V) € OR™™ Vi € R™*F |k = r(A),
Y = diag(oy,09, - 0%), 01 > -+ > o > 0. Let the singular value decompositions of B be,

' 0
0

C=P Q" = PTQT, (2.4)

Where P = (Pl,PQ) (S ORan’ P1 S RnXt, Q = (Ql,QQ) S ORqu, Ql S Rth, t = ’I"(C),
I = diag(v1,v2, - 7), 71 = +-+ > 7 > 0. Then the matrix equations (1.1) have a solution

in R™*™ if and only if
BC = AD, AATB=DB, DC'C =_C. (2.5)
Moreover, its general solution can be expressed as

X =DCt + ATB— ATADC* + (I — AYA)Z(I — CC*),¥Z € R™™, (2.6)
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Lemma 2.3 Suppose that matrix equations (1.1) is consistent. Let the singular value
decompositions of A and C given by (2.3) and (2.4), respectively. Denote by X the solution

of matrix equations (1.1). Then matrix V7 X P can be partitioned into

Xu X
vixp=| " TP ), (2.7)
X21 X22

where

X =V{'XP =X"'U{BP, € R*' X1 =V XP, = X7'U{ BP, € R**""),
Xy = ‘/'2TXP1 — ‘/'2TDQ1]_171 c }%(rnfkr)xtj‘)(22 c R(mfk:)x(nft)

is arbitrary.
Proof By (2.6), Z is arbitrary, we claim from (2.3), (2.4) and (2.7) that X, is arbitrary
too. We omit the proof.

3 The Extremal Rank Solutions to (1.1)

Assume the matrix equations (1.1) has a solution X € R™*" and the general solution

can be written as

Xll X12

PT, VX, € Rm=k)x(n=t) (3.1)
X21 X22

X=V

where

X11 = E_lUlTBpl == ‘GTXPthQ == E_lUiTBPQ = ‘GTXPQ,
Xo1 =V DO T =V, ' XP,.

Let G1 = Xo1Fx,,, H1 = Ex,, X12. Assume the singular value decomposition of G; and

Hi" be, respectively,

S0
Gy = Ug, ( 01 . ) VeI =03V, (3.2)

where Uv(;1 = (U11,U12) c OR(mik)X(mik), Uy, € R(mik)Xkl, VG1 = (‘/11,‘/12) c ORka,
Vii € RFk by = r(Gh), 1 = diag(agr, ao1, - 1), aq1 > -+ > agyp > 0.

I't 0
Hi = Py+ ( 01 0 ) 71;; = PI1Q7,, (3.3)
where Py = (P11, Pi2) € ORMM=9x(n=) " py e Rn=Hxt QHT = (Qu1,Q12) € ORF*k,

Qu € RF" g =r(H), Ty = diag(Bi1, Bo1, -+ - Bea1)s B = -+ > By > 0.
Now we can establish the existence theorems as follows.
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Theorem 3.1 Given A € RP*™ B € RP*" C € R"%, D € R™*4. the singular value
decompositions of the matrices A, C' and G, H; are given by (2.3), (2.4) and (3.2), (3.3),

respectively. Then equations (1.1) has a solution X if and only if
BC =AD, AATB=B, DC'C =_C. (3.4)

In this case, let © be the set of all solutions of equations (1.1), then the extreme ranks of X
are as follows:
(1) The minimal rank of X is

glelgr(X) =r(B)+r(D)—-r(BC). (3.5)

The general expression of A satisfying (3.5) is
X = Xo + VWU ULY Py, PL PT, (3.6)

where Xog = DCt + ATB — ATADC + (I — AAT)DC*(ATBCCH)TAT*B(I — CCY), and
Y € Rm=k)x(n=1) ig arbitrary matrix.
(2) The maximal rank of X is

I)I(lggl(T(X) = min(m + r(B) —r(A4),n + r(D) — r(C)). (3.7)

The general expression of X satisfying (3.7) is
X = X+ WYPS, (3.8)
where
Xo = DC* + A*B — ATADC* + (I — AAY)DCT(A*BCCH)* A+ B(I — CCH),
and the arbitrary matrix Y € R(m=F)x(=1) gatisfies
r(Eq,Y Fy,) = r(BC) +min(m —r(A) —r(D),n —r(B) —r(C)).

Proof Suppose the matrix equation (1.1) has a solution X, then it follows from Lemma
2.2 that (3.4) hold. In this case, let © be the set of all solutions of equations (1.1). By (3.1),

(3.9)

r(X)=r [ X Xi ] .

Xo1 Xoo
By Lemma 2.1, we have

Xll

r(X)=r
(X) e

+r [Xll Xlg] — T(Xll) + T'[EGI (XQQ — XngﬂXlg)FHl], (310)

where G1 = X21FX11, H1 = EX11X12.
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T T —1
r Xll _ ‘/1 XPl _ ‘/1 Der — T'(VTDer_l)
Xo VQTXpl VQTDQﬂMl
= r(DQ1) =r(DQ:QY) = r(DC*C) = r(D),
r[X1n Xw] = r[STWUBP ST'UYBR| =r(S7'U B(Py, Py))

= r(X7'WUIB) =r(U'B) =r(U,U'B) = r(AA*B) = r(B),
r(Xun) = rX'WUIBP) =rU'BPT) =r(UU'BPTQT) = r(AATBC) = r(BO).

(1) By (3.10),

)I?Glgr(X) = T(B) + T(D) — T(BC) + l}'{lin’l"[EG'l (XQQ — X21X1+1X12)FHJ

= r(B)+r(D)—r(BC).

Then (3.4) hold. By Lemma 2.2, The general expression of X satisfying (3.5) can be

expressed as
X =DC" + A"B - AYADC* + VoXo1 X{ X012 P + VoY Py, (3.11)

where Y € Rm=0)*(n=) gatisfies Eq,Y Fy, = 0.
By (3.1),

X113 =S7'UIBPy € RM!, X1y = XU BP, € R0 Xo) = VI DQT™! € RUMRX,
By (2.3), (2.4), At = ViX"UT, CC* = P, Pl'. Then
ViX, Pl = AtBCOT, PLX\VE = (ATBOCH) T, X{, = PF(ATBCCT)" V.
Thus we obtain

VoXn X X102 Py = WD T 'PHATBCCH V2~ 'U BP,P)
= (I - AAT)DCT(ATBCCT)TATB(I — CC™). (3.12)

By (3.2), (3.3),
G\GT =ULUYy, Eg, =1—UnU} = UpUL,
H{H, = P, PY, Fy =1—- PP} =P,PL.

Thus EG1YFH1 = 0, i,e. U12U1,1;YP12P11; = 0, we have
Y = U ULY P, PL, (3.13)

where Y € Rm=F)x(n=1) ig arbitrary.
Taking (3.12), (3.13) into (3.11) yields (3.6).
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(2) By (3.10),

r){}gg)l(r(X) = r(B)+r(D)—-r(BC)+ Igl(axr[Egl(ng — X1 X{1 X12) Fy, ]

= r(B)+r(D)—r(BC)+min(r(Eg,),r(Fu,))-
Since Eg, and Fy, are idempotent matrices, we have

r(Eg,) = trace(Eg,)=m —k—1(GiG})=m—k—1r(G1)
X1
= —r(D)+r(BC)=m+r(BC)—r(A) —r(D),
r(Fy,) = trace(FHl) n—t—r(H H)=n—t—r(H)
= n—t—r((I - XuX{)X) =n—t—7r[X1 X +r(Xn)
= n—t—r(B)+r(BC)=n+r(BC)—r(B)—r(C).

= m*k*T(Xgl(I*XﬂXll)):m*kfr +’I“(X11)

Then the maximal rank of the matrix equations (1.1) is

I}??g,(})(?"(X) = min(m + r(BC) —r(A) —r(D),n+r(BC) —r(B) — r(C))
+r(B) +r(D) — r(BC) =min(m +r(B) —r(A),n+r(D) — r(C)).

By Lemma 2.2, The general expression of X satisfying (3.7) can be expressed as
X =Xo+WYP],

where Xg = DCt + ATB — ATADC* + (I — AAT)DC*(ATBCCT)TATB(I — CCY), and
the arbitrary matrix Y € R(™m~F)*("=1) gatisfies

r(Eg,YFy,) =r(BC) +min(m —r(A) —r(D),n —r(B) —r(C)).

The proof is completed.

The result in (3.5) implies Theorem 3 in (see [2]) as a corollary.

Corollary Assume r(B) < r(D), and matrix equations (1.1) is consistent. Then the
matrix equations (1.1) have solution with rank of (D) if and only if r(BC) = r(B).
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