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Abstract By using the methods of Picard-Fuchs equation and Riccati equa-
tion, we study the upper bound of the number of zeros for Abelian integrals
in a kind of quadratic reversible centers of genus one under polynomial per-
turbations of degree n. We obtain that the upper bound is 7[(n − 3)/2] + 5
when n ≥ 5, 8 when n = 4, 5 when n = 3, 4 when n = 2, and 0 when n = 1
or n = 0, which linearly depends on n.
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1. Introduction

The last part of Hilbert’s 16th problem is the discussion about the number and
relative positions of limit cycles in planar dynamic systems. This problem is so
complex and difficult that even the simplest nonlinear case, n = 2, is not completely
solved. In 1977, V.I. Arnold proposed a weakened form of this problem, which is
to study maximum of the number of isolated zeros of the Abelian integral for the
system. The problem is known as the weakened Hilbert’s 16th problem [1], which
is one of the hot topics in current research. So far, most of the results about
determining the upper bound of the number of isolated zeros of Abelian integrals
are related to perturbed Hamiltonian systems. The study of perturbed integrable
non-Hamiltonian systems is more difficult than disturbance Hamiltonian systems.
More details can be found in the review article [13] and the books [2, 4].

The literature [12] lists all quadratic integrable non-Hamiltonian systems, be-
cause quadratic reversible systems have good functional properties. Therefore, they
have been widely studied [15–17]. For quadratic reversible centers of genus one,
there are essentially 22 cases in the classification in [3], namely (r1)–(r22). The lin-
ear dependance of case (r1) was studied in [18]; cases (r3)–(r6) were studied in [14];
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cases (r9), (r13), (r17) and (r19) were studied in [10]; cases (r11), (r16), (r18) and
(r20) were studied in [9]; cases (r12) and (r21) were studied in [8]; case (r7) was
studied in [7]; case (r10) was studied in [6]; and (r22) was studied in [5]. All of these
upper bounds linearly depend on n. In order to thoroughly study these problems,
we consider a special case in (r5). Namely, when (a, b) = (4, 2), we can get the
special case (sr5) as follows:

(sr5)

ẋ = −xy, ẏ = −2y2 +
1

24
x2 − 1

24
x,

H(x, y) = x−4

(
1

2
y2 − 1

25
x2 +

1

3× 24
x

)
= h, h ∈

(
− 1

3× 25
, 0

)
,

(1.1)

with the integrating factor N(x, y) = x−5.
(sr5) is an integrable non-Hamiltonian quadratic system, which has a center

(1, 0), a family of periodic orbits {Γh} (−1/(3×25) < h < 0), and an integral curve
x = 0 (see Figure 1).
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Figure 1. The periodic orbits of the system (sr5)

We consider the perturbation system of (sr5), whose form is as follows:

ẋ = −xy + εp(x, y), ẏ = −2y2 +
1

24
x2 − 1

24
x+ εq(x, y), (1.2)

where ε is a real parameter, and 0 < ε ≪ 1, p(x, y) and q(x, y) are polynomials of
x and y, and max{deg(p(x, y)),deg(q(x, y))} = n.

In this paper, we study the upper bound of the number of zeros for Abelian
integrals of (1.2) by using the methods of Picard-Fuchs equation and Riccati equa-
tion [11]. Our main result is the following Theorem 1.1.

Theorem 1.1. For the system (1.2), the upper bound for the number of zeros of
the Abelian integral

A(h) =

∮
Γh

N(x, y)[q(x, y)dx− p(x, y)dy], h ∈ Ω, (1.3)

where Γh are periodic orbits of system (1.1) and are defined on the maximum open
interval Ω = (h1, h2), which linearly depends on n. Concretely, the upper bound is
7[(n − 3)/2] + 5 when n ≥ 5, 8 when n = 4, 5 when n = 3, 4 when n = 2, and 0
when n = 1 or n = 0.
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2. Abelian integral

Suppose that polynomials p(x, y) =
∑

0≤i+s≤n ai,sx
iys, q(x, y) =

∑
0≤i+s≤n bi,sx

iys.
From (1.3), the Abelian integral A(h) in Theorem 1.1 has the form

A(h) =

∮
Γh

x−5

 ∑
0≤i+s≤n

bi,sx
iysdx−

∑
0≤i+s≤n

ai,sx
iysdy

 , h ∈
(
− 1

3× 25
, 0

)
,

(2.1)
where x−5 is the integrating factor.

For convenience, we introduce the integral functions Ir,s(h) as follows:

Ii,s(h) =

∮
Γh

xi−5ysdx,

where i = −1, 0, 1, · · · , n− 1, n; s = 0, 1, 2, · · · , n, n+ 1. When s = 1, we use Ji(h)
instead of Ii,1(h).

Note that∮
Γh

xi−5ysdy =

∮
Γh

xi−5dys+1

s+ 1
=

5− i

s+ 1

∮
Γh

xi−5−1ys+1dx =
5− i

s+ 1
Ii−1,s+1(h).

Thus, A(h) can be written as

A(h) =
∑

0≤i≤n,
0≤s≤n,
0≤i+s≤n

bi,sIi,s(h) +
∑

0≤i≤n,
0≤s≤n,
0≤i+s≤n

ai,s
i− 5

s+ 1
Ii−1,s+1(h) =

∑
−1≤i≤n,
0≤s≤n+1,
0≤i+s≤n

b̃i,sIi,s(h).

(2.2)
For the Abelian integral A(h), we have the following Proposition 2.1.

Proposition 2.1. The Abelian integral A(h) can be expressed as

A(h) =



1

h[n−3
2

]
K(h), K(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h), (n ≥ 5),

1
hK(h), K(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h), (n = 4),

K(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h), (n = 3),

α(h)J0(h) + β(h)J1(h), (n = 2),

α(h)J0(h), (n = 0, 1),

(2.3)
where 0 ≤ deg(α(h)) ≤ [(n − 3)/2], 0 ≤ deg(β(h)) ≤ [(n − 3)/2], 0 ≤ deg(γ(h)) ≤
[(n − 3)/2], when n ≥ 5; 0 ≤ deg(α(h)) ≤ 1, 0 ≤ deg(β(h)) ≤ 1, deg(γ(h)) =
1, when n = 4; deg(α(h)) = 0, deg(β(h)) = 0, deg(γ(h)) = 0, when n = 3;
deg(α(h)) = 0, deg(β(h)) = 0, when n = 2; and deg(α(h)) = 0 when n = 1 or
n = 0.

Proof. Since Ii,s(h) = 0 as s is even, we only need to consider odd values for s.
For the system (sr5), using C instead of 1/24, it follows from (1.1) that

−2x−5y2 + x−4y
∂y

∂x
+ Cx−3 − Cx−4 = 0. (2.4)
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Multiplying both sides of the equality (2.4) by xiys−2 and integrating it along
the curve Γh, we obtain

i+ 2s− 4

s
Ii,s(h) = C[Ii+2,s−2(h)− Ii+1,s−2(h)], (2.5)

where s = 1, 3, 5, · · · , 2[n/2]+1. For the system (sr5), we restrain i = −1, 0, 1, 2, · · · ,
n− 1, and 0 ≤ i+ s ≤ n.

(i) For i + 2s − 4 = 0, we get (i, s) = (−2, 3) or (i, s) = (2, 1). When (i, s) =
(−2, 3), from (2.5), we get

J0(h) = J−1(h).

(ii) For i+ 2s− 4 ̸= 0, that is, (i, s) ̸= (−2, 3) and (i, s) ̸= (2, 1), from (2.5), we
get

Ii,s(h) =
Cs

i+ 2s− 4
[Ii+2,s−2(h)− Ii+1,s−2(h)], (2.6)

which indicates that Ii,s(h) can be expressed in terms of Ii+2,s−2(h) and Ii+1,s−2(h),
and then step by step, Ii,s(h) can be written as a linear combination of Ji(h)(i =
−1, 0, · · · ) with the form

Ii,s(h) =

s−1
2∑

k=0

c(i,s),kJi+k+ s−1
2
(h).

From equality (2.2), we obtain

A(h) =
∑

0≤i+s≤n,
−1≤i≤n,
s≡1mod 2.

b̃i,s

s−1
2∑

k=0

c(i,s),kJi+k+ s−1
2
(h).

The maximum number of i+ k + (s− 1)/2 is n− 1, and the minimum number
is −1, so A(h) is a linear combination of Jk(h)(k = −1, 0, · · · , n− 1). We have

A(h) =

n−1∑
k=−1

ekJk(h), (2.7)

where ek ∈ R (k = −1, 0, · · · , n− 1).
Again, from (1.1), we have

1

2
x−4y2 − 1

2
Cx−2 +

1

3
Cx−3 = h. (2.8)

Multiplying both sides of equality (2.8) by xi−1ys−2 and integrating it along the
curve Γh, we obtain

1

2
Ii,s(h) = hIi+4,s−2(h) +

1

2
CIi+2,s−2(h)−

1

3
CIi+1,s−2(h). (2.9)

Letting s = 3, by (2.6), equality (2.9) can be written as

6h(i+ 2)Ji+4(h) = 3(1− i)CJi+2(h) + (2i− 5)CJi+1(h). (2.10)
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A) When i ≥ 3, suppose that ℏ := 1/h, and equality (2.10) can be written as

Ji(h) =
(5− i)C

2(i− 2)
ℏJi−2(h) +

(2i− 13)C

6(i− 2)
ℏJi−3(h).

Therefore, Ji(h) can be expressed in terms of ℏJi−2(h) and ℏJi−3(h). Then step by
step, Ji(h) can be written as a linear combination of J0(h), J1(h) and J2(h) with
polynomial coefficients of ℏ:

Ji(h) = αi(ℏ)J0(h) + βi(ℏ)J1(h) + γi(ℏ)J2(h),

where 2 ≤ deg(αi(ℏ)) ≤ [(i − 2)/2], 2 ≤ deg(βi(ℏ)) ≤ [(i − 2)/2], 2 ≤ deg(γi(ℏ)) ≤
[(i − 2)/2], when i ≥ 6, i ̸= 7; αi(ℏ) = 0, deg(βi(ℏ)) = 2, deg(γi(ℏ)) = 2, when
i = 7; αi(ℏ) = 0, βi(ℏ) = 0, deg(γi(ℏ)) = 1, when i = 5; αi(ℏ) = 0, deg(βi(ℏ)) = 1,
deg(γi(ℏ)) = 1, when i = 4; and deg(αi)(ℏ) = 1, deg(βi(ℏ)) = 1, γi(ℏ) = 0, when
i = 3.

B) When i = 0, 1, 2, we obtain J0(h) = J0(h), J1(h) = J1(h), and J2(h) = J2(h).
C) When i = −1, based on the above results, we get

J−1(h) = J0(h). (2.11)

As a consequence, all Ji(h) (i = −1, 0, · · · , n − 1) can be expressed in terms of
J0(h), J1(h) and J2(h). From (2.7), we obtain

A(h) = α(ℏ)J0(h) + β(ℏ)J1(h) + γ(ℏ)J2(h),

where 0 ≤ deg(α(ℏ)) ≤ [(n − 3)/2], 0 ≤ deg(β(ℏ)) ≤ [(n − 3)/2], 0 ≤ deg(γ(ℏ)) ≤
[(n − 3)/2], when n ≥ 5; 0 ≤ deg(α(ℏ)) ≤ 1, 0 ≤ deg(β(ℏ)) ≤ 1, deg(γ(ℏ)) = 0,
when n = 4; deg(α(ℏ)) = 0, deg(β(ℏ)) = 0, deg(γ(ℏ)) = 0, when n = 3; and
deg(α(ℏ)) = 0, deg(β(ℏ)) = 0, γ(ℏ) = 0, when n = 2.

(1) When n ≥ 5, suppose that K(h) := h[(n−3)/2]A(h). We get

K(h) = h[n−3
2 ]A(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h),

where 0 ≤ deg(α(h)) ≤ [(n−3)/2], 0 ≤ deg(β(h)) ≤ [(n−3)/2], and 0 ≤ deg(γ(h)) ≤
[(n− 3)/2].

(2) When n = 4, suppose that K(h) := hA(h). We get

K(h) = hA(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h),

where 0 ≤ deg(α(h)) ≤ 1, 0 ≤ deg(β(h)) ≤ 1, and deg(γ(h)) = 1.
(3) When n = 3, suppose that K(h) := A(h). We get

K(h) = A(h) = α(h)J0(h) + β(h)J1(h) + γ(h)J2(h),

where deg(α(h)) = 0, deg(β(h)) = 0, and deg(γ(h)) = 0.
(4) When n = 2, we get

A(h) = α(h)J0(h) + β(h)J1(h),

where deg(α(h)) = 0, and deg(β(h)) = 0.
(5) When n = 0, 1, from (2.2) and (2.11), we obtain

A(h) = b̃−1,1J−1(h) + b̃0,1J0(h) = (b̃−1,1 + b̃0,1)J0(h) = α(h)J0(h),

where α(h) = b̃−1,1 + b̃0,1 and deg(α(h)) = 0.
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3. Picard-Fuchs equation and Riccati equation

For the relation among the functions Ji(h) and their derivatives J ′
i(h) for i = 0, 1, 2,

we obtain the following lemma.

Lemma 3.1. The Abelian integrals Ji(h) (i = 0, 1, 2) satisfy the following Picard-
Fuchs equation 

J0(h)

J1(h)

J2(h)

 =


30h+6C

35
6h
35 0

C
5

6h
5 0

C
3 0 2h



J ′
0(h)

J ′
1(h)

J ′
2(h)

 . (3.1)

Proof. By (1.1), we obtain y2 = 2hx4 + Cx2 − 2Cx/3, ∂y/∂h = x4/y, ydy =
(4hx3 + Cx− C/3)dx. Since Ji(h) =

∮
Γh

xi−5ydx, J ′
i(h) =

∮
Γh

xi−1/ydx, we get

Ji(h) =

∮
Γh

xi−5y2

y
dx =

∮
Γh

xi−5(2hx4 + Cx2 − 2
3Cx)

y
dx

= 2hJ ′
i(h) + CJ ′

i−2(h)−
2

3
CJ ′

i−3(h),

(3.2)

(i− 4)Ji(h) =

∮
Γh

(i− 4)xi−5ydx =

∮
Γh

ydxi−4 = −
∮
Γh

xi−4(4hx3 + Cx− 1
3C)

y
dx

= −4hJ ′
i(h)− CJ ′

i−2(h) +
1

3
CJ ′

i−3(h).

(3.3)

From (3.2) and (3.3), we have

(2i− 7)Ji(h) = −6hJ ′
i(h)− CJ ′

i−2(h). (3.4)

From (3.4), letting i = 0, 1, 2, we get

J0(h) =
6

7
hJ ′

0(h) +
1

7
CJ ′

−2(h), (3.5)

J1(h) =
6

5
hJ ′

1(h) +
1

5
CJ ′

−1(h), (3.6)

J2(h) = 2hJ ′
2(h) +

1

3
CJ ′

0(h). (3.7)

From (2.11), we obtain

J ′
−1(h) = J ′

0(h). (3.8)

From (2.10), letting i = −3, by (3.6) and (3.8), we obtain

J ′
−2(h) =

6

5
J ′
0(h) +

6h

5C
J ′
1(h). (3.9)

By (3.5)-(3.9), we obtain equation (3.1).

For the relation among the functions J ′
i(h) and the second derivatives J ′′

i (h) for
i = 0, 1, 2, we get the following lemma.
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Lemma 3.2. The Abelian integrals J ′
i(h) (i = 0, 1, 2) satisfy the following Picard-

Fuchs equation
J ′′
0 (h)

J ′′
1 (h)

J ′′
2 (h)

 =
1

B(h)


6h −6h 0

−C −6h 0

−C C −3(6h+ C)



J ′
0(h)

J ′
1(h)

J ′
2(h)

 , (3.10)

where B(h) = 6h(6h+ C).

Proof. By differentiating both sides of equation (3.1) with respect to h, we can
get

−J ′
2(h) = 2hJ ′′

2 (h) +
1

3
CJ ′′

0 (h), (3.11)

−1

5
J ′
1(h) =

6

5
hJ ′′

1 (h) +
1

5
CJ ′′

0 (h), (3.12)

1

7
J ′
0(h)−

6

35
J ′
1(h) =

30h+ 6C

35
J ′′
0 (h) +

6

35
hJ ′′

1 (h). (3.13)

By (3.11)-(3.13), we obtain equation (3.10).

Lemma 3.3. Ji(−1/(3×25)) = 0 (i = 0, 1, 2); when h ∈ (−1/(3×25), 0), Ji(h) < 0,
and J ′

i(h) > 0 (i = 0, 1, 2).

Since Ji(h) =
∮
Γh

xi−5ydx, J ′
i(h) =

∮
Γh

xi−1/ydx. The proof only requires some
simple calculations, so it is omitted.

For the relation between J ′
0(h) and J ′

1(h), we have the following corollary.

Corollary 3.1. Suppose that D(h) := J ′
0(h)/J

′
1(h). Then the function D(h) satis-

fies the following Riccati equation

B(h)D′(h) = CD2(h) + 12hD(h)− 6h, (3.14)

where B(h) = 6h(6h+ C).

Proof. Using equation (3.10), and by differentiating both sides of D(h) with re-
spect to h, we obtain equation (3.14).

4. The upper bound of the number of zeros

(1) When n ≥ 3, from (2.3) and (3.1), we obtain

K(h) = α1(h)J
′
0(h) + β1(h)J

′
1(h) + γ1(h)J

′
2(h), (4.1)

where α1(h) = (30h + 6C)α(h)/35 + Cβ(h)/5 + Cγ(h)/3, β1(h) = 6hα(h)/35 +
6hβ(h)/5, and γ1(h) = 2hγ(h). Thus, when n ≥ 5, 0 ≤ deg(α1(h)) ≤ [(n−3)/2]+1,
1 ≤ deg(β1(h)) ≤ [(n − 3)/2] + 1, 1 ≤ deg(γ1(h)) ≤ [(n − 3)/2] + 1; when n = 4,
0 ≤ deg(α1(h)) ≤ 2, 1 ≤ deg(β1(h)) ≤ 2, deg(γ1(h)) = 2; and when n = 3,
0 ≤ deg(α1(h)) ≤ 1, deg(β1(h)) = 1, deg(γ1(h)) = 1.

By differentiating both sides of equality (2.3) with respect to h and using (3.1),
we get

K ′(h) = α2(h)J
′
0(h) + β2(h)J

′
1(h) + γ2(h)J

′
2(h), (4.2)
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where α2(h) = (30h+6C)α′(h)/35+α(h)+Cβ′(h)/5+Cγ′(h)/3, β2(h) = 6hα′(h)/35
+6hβ′(h)/5+β(h), and γ2(h) = 2hγ′(h)+γ(h). Thus, when n ≥ 5, 0 ≤ deg(α2(h)) ≤
[(n − 3)/2], 0 ≤ deg(β2(h)) ≤ [(n − 3)/2], 0 ≤ deg(γ2(h)) ≤ [(n − 3)/2]; when
n = 4, 0 ≤ deg(α2(h)) ≤ 1, 0 ≤ deg(β2(h)) ≤ 1, deg(γ2(h)) = 1; when n = 3,
deg(α2(h)) = 0, deg(β2(h)) = 0, deg(γ2(h)) = 0.

By equalities (4.1) and (4.2), we obtain

γ1(h)K
′(h) = γ2(h)K(h) + I(h), (4.3)

I(h) = E(h)J ′
0(h) + F (h)J ′

1(h), (4.4)

where E(h) = α2(h)γ1(h)−α1(h)γ2(h), and F (h) = β2(h)γ1(h)−β1(h)γ2(h). Thus,
when n ≥ 5, 0 ≤ deg(E(h)) ≤ 2[(n−3)/2]+1, 1 ≤ deg(F (h)) ≤ 2[(n−3)/2]+1; when
n = 4, 1 ≤ deg(E(h)) ≤ 3, 2 ≤ deg(F (h)) ≤ 3; when n = 3, 0 ≤ deg(E(h)) ≤ 1,
deg(F (h)) = 1.

(2) When n = 2, from (2.3) and (3.1), we obtain

A(h) = E(h)J ′
0(h) + F (h)J ′

1(h), (4.5)

where E(h) = (30h + 6C)α(h)/35 + Cβ(h)/5, and F (h) = 6hα(h)/35 + 6hβ(h)/5.
Thus, 0 ≤ deg(E(h)) ≤ 1, and deg(F (h)) = 1.

Lemma 4.1. When n ≥ 3, suppose that W (h) := I(h)/J ′
1(h); when n = 2, suppose

that W (h) := A(h)/J ′
1(h). Then the function W (h) satisfies the following Riccati

equation
B(h)E(h)W ′(h) = CW 2(h) +M(h)W (h) +G(h), (4.6)

where M(h) = B(h)E′(h)+12hE(h)−2CF (h), G(h) = CF 2(h)+E(h)(B(h)F ′(h)−
6hE(h)) − F (h)(B(h)E′(h) + 12hE(h)). Thus, when n ≥ 5, 1 ≤ deg(M(h)) ≤
2[(n−3)/2]+2, 1 ≤ deg(G(h)) ≤ 4[(n−3)/2]+3; when n = 4, 1 ≤ deg(M(h)) ≤ 4,
3 ≤ deg(G(h)) ≤ 7; when n = 3, 1 ≤ deg(M(h)) ≤ 2, 1 ≤ deg(G(h)) ≤ 3; when
n = 2, 1 ≤ deg(M(h)) ≤ 2, 1 ≤ deg(G(h)) ≤ 3.

Proof. Using Corollary 3.1, and by the equalities (4.4) and (4.5), we obtain
Lemma 4.1.

We use ♮A(h) to denote the number of zeros of A(h) in Ω, and we need the
following Lemma 4.2.

Lemma 4.2 ( [14]). The smooth functions V (h), ϕ(h), φ(h), ξ(h) and η(h) satisfy
the following Riccati equation

η(h)V ′(h) = ϕ(h)V 2(h) + φ(h)V (h) + ξ(h), (4.7)

then
♮V (h) ≤ ♮η(h) + ♮ξ(h) + 1.

Lemma 4.2 is the Lemma 5.3 in [14], and the proof can be found in [14], so it is
omitted.

Finally, we conclude the proof of Theorem 1.1.
Proof. (1) When n ≥ 3, using Lemma 4.2, from (2.3) and (4.3), we get

♮A(h) = ♮K(h) ≤ ♮B(h) + ♮γ1(h) + ♮I(h) + 1. (4.8)

From (4.6), we have

♮I(h) = ♮W (h) ≤ ♮B(h) + ♮E(h) + ♮G(h) + 1. (4.9)
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From (4.8) and (4.9), we obtain

♮A(h) ≤ 2♮B(h) + ♮γ1(h) + ♮E(h) + ♮G(h) + 2.

When n ≥ 5, since 1 ≤ deg(γ1(h)) ≤ [(n − 3)/2] + 1, 0 ≤ deg(E(h)) ≤ 2[(n −
3)/2] + 1, 1 ≤ deg(G(h)) ≤ 4[(n− 3)/2] + 3, noticing that B(h) = 6h(6h+ C) and
there is no zero in (−1/(3× 26), 0), so ♮B(h) = 0, we obtain

♮A(h) ≤ 0 +

[
n− 3

2

]
+

(
2

[
n− 3

2

]
+ 1

)
+

(
4

[
n− 3

2

]
+ 2

)
+ 2 = 7

[
n− 3

2

]
+ 5.

When n = 4, since deg(γ1(h)) = 2, 1 ≤ deg(E(h)) ≤ 3, and 3 ≤ deg(G(h)) ≤ 7,
we obtain

♮A(h) ≤ 0 + 0 + 2 + 4 + 2 = 8.

When n = 3, since deg(γ1(h)) = 1, 0 ≤ deg(E(h)) ≤ 1, and 1 ≤ deg(G(h)) ≤ 3,
we obtain

♮A(h) ≤ 0 + 0 + 1 + 2 + 2 = 5.

(2) When n = 2, using Lemma 4.2, from (2.3) and (4.6), we get

♮A(h) = ♮W (h) ≤ ♮B(h) + ♮E(h) + ♮G(h) + 1. (4.10)

Since 0 ≤ deg(E(h)) ≤ 1, 1 ≤ deg(G(h)) ≤ 3, and ♮B(h) = 0, we obtain

♮A(h) ≤ 0 + 1 + 2 + 1 = 4.

(3) When n = 0, 1, since A(h) = α(h)J0(h), deg(α(h)) = 0, J0(h) < 0, we obtain

♮A(h) = 0.

5. Conclusion

In this paper, according to the methods of Picard-Fuchs equation and Riccati equa-
tion, we study upper bound for the number of zeros of Abelian integrals in the
quadratic reversible system (sr5) under any polynomial perturbations of degree n.
We obtain that the upper bound of the number is 7[(n − 3)/2] + 2 (n ≥ 5), which
linearly depends on n. Moreover, from the above results, it can be seen that for the
system (r5), when F = 0, the upper bound of the number of zeros of the Abelian in-
tegrals has been greatly reduced, which is very helpful for the comprehensive study
of the limit cycle of the perturbed system (r5).
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[16] D. Maŕın and J. Villadelprat, The criticality of reversible quadratic centers at
the outer boudary of its period annulus, Journal of Differential Equations, 2022,
332, 123–201.

[17] D. Rojas and J. Villadelprat, A critically result for polycycles in a family of
quadratic reversible centers, Journal of Differential Equations, 2018, 264, 6585–
6602.

[18] Y. Zhao, W. Li, C. Li and Z. Zhang, Linear estimate of the number of zeros of
Abelian integrals for quadratic centers having almost all their orbits formed by
cubics, Sci. China Ser. A, 2002, 45(8), 964–974.


	Introduction
	Abelian integral
	Picard-Fuchs equation and Riccati equation
	The upper bound of the number of zeros
	Conclusion

